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Fig. 1. ADI-processed images from the two SPHERE-IRDIS datasets taken with the K1 and H2 filters, and the NACO data taken with the L’ filter.
The companion is detected with SNR > 1000 in the two SPHERE epochs, and SNR > 8 in the NACO data.

Table 2. Observing Log

UT Date Instrument Filter DITa Na
exp �⇡a True North correction Plate Scale

[s] [�] [�] [mas/pixel]
2011-06-08 NACO L’ 0.2 8000 130.4 �0.5 ± 0.1 27.1 ± 0.05
2016-04-01 IRDIS H2/H3 64 64 45 �1.73 ± 0.06 12.255 ± 0.009
2016-04-01 IFS YJ 64 64 45 �102.21 ± 0.06 7.46 ± 0.02
2017-02-08 IRDIS K1/K2 64 72 61 �1.71 ± 0.06 12.249 ± 0.009
2017-02-08 IFS YH 64 72 61 �102.19 ± 0.06 7.46 ± 0.02

Notes. aDIT refers to the integration time of each image, Nexp to the total number of images obtained, �⇡ to the parallactic angle range during the
sequence

Table 3. Observed Astrometry and Photometry of HIP 64892 B

UT Date Instrument Filter ⇢ (") ✓ (�) Contrast (mag) Abs. mag Mass (COND)
2011-06-08 NACO L’ 1.272 ± 0.029 310.0 ± 1.3 6.10 ± 0.08 7.61 ± 0.17 37 ± 9
2016-04-01 IRDIS H2 1.2705 ± 0.0023 311.69 ± 0.15 7.23 ± 0.08 8.73 ± 0.17 29 ± 4
2016-04-01 IRDIS H3 1.2704 ± 0.0022 311.70 ± 0.15 6.99 ± 0.08 8.46 ± 0.17 29 ± 5
2017-02-08 IRDIS K1 1.2746 ± 0.0010 311.73 ± 0.12 6.79 ± 0.08 8.28 ± 0.17 34 ± 7
2017-02-08 IRDIS K2 1.2737 ± 0.0010 311.77 ± 0.12 6.49 ± 0.12 7.97 ± 0.19 35 ± 8

Fig. 2. 5� detection limits for the two SPHERE datasets, after process-
ing using the TLOCI algorithm. The grey shaded region indicates the
separations partially or fully blocked by the coronagraph.

We then interpolated the COND evolutionary models
(Bara↵e et al. 2003) using the age and absolute magnitudes to
yield estimates of the mass of HIP 64892B. The measurements,
listed in Table 3, are consistent with masses of 29-37 MJ. This
implies a mass ratio between the brown dwarf and the primary
of q ⇠ 0.014.

4.3. Spectral Properties

We produced a spectral model for the primary by scaling a BT-
Settl spectrum with Te↵ = 10400 K, log g = 4, [M/H]= �0.5 us-
ing photometric measurements compiled from 2MASS, Tycho-2
and WISE (Skrutskie et al. 2006; Høg et al. 2000; Wright et al.
2010). This was then used to convert the contrast measurements
from IRDIS and NACO to apparent fluxes.

To estimate the spectral type and e↵ective temperature of the
companion, we compared the observed spectrum and photome-
try of HIP 64892B with a range of spectra compiled from the lit-
erature, using the goodness-of-fit statistic G (e.g. Cushing et al.
2008). We considered young L dwarfs from the Upper-Scorpius
subgroup (Lodieu et al. 2008) as well as companions of Upper
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We then interpolated the COND evolutionary models
(Bara↵e et al. 2003) using the age and absolute magnitudes to
yield estimates of the mass of HIP 64892B. The measurements,
listed in Table 3, are consistent with masses of 29-37 MJ. This
implies a mass ratio between the brown dwarf and the primary
of q ⇠ 0.014.
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Settl spectrum with Te↵ = 10400 K, log g = 4, [M/H]= �0.5 us-
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2010). This was then used to convert the contrast measurements
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To estimate the spectral type and e↵ective temperature of the
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listed in Table 3, are consistent with masses of 29-37 MJ. This
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measures a limb-darkened10 stellar angular diameter in milli-
arcseconds, and this coupled with a parallax gives an absolute
diameter value (we use the radius R? value for this work).

The observables Oi and expected errors !i for our model star
are given in Table 2. Themeasurement errors reflect what is most
currently quoted in the literature. However, we do realize that
some of these values are optimistic and are unlikely to be im-
proved. In this way, we can investigate how much further inter-
ferometry and asteroseismology can take us for determining
stellar mass.

We used frequency separations !"n; l and #"n;0 instead of in-
dividual frequencies "n; l, where

!"n; l ¼ "n; l " "n"1; l; ð8Þ

#"n;0 ¼ "nþ 1;0 " "n;2: ð9Þ

While we realize that we are throwing away important informa-
tion, the reasons for doing this are justified: the high sensitivity
of the frequency values to changes in the parameters (nonlinearity
of the problem) and the unreliability of the treatment of the stellar
surface layers and hence absolute values of "n; l.

We also assume that we can identify the (l; n) quantum num-
bers. Rotation will induce a small effect (solar-type star), so we
can assume (l;m) & (l;m ¼ 0). The degree l can be interpreted
by using echelle diagrams (see Fig. 6 in Kjeldsen et al. [2005]). It

is only the radial order n that is then difficult to identify. This num-
ber is model dependant, and there is no direct way of observing it.
However, with a rich frequency spectrum expected of these stars,
the relative n position of each mode of degree l can be identified
and then also the average frequency separations !̄" and #̄" (inde-
pendent of n). These observables are used for the initial fitting
process, and an inspection of the "n;l that come from the models
allows an n identification to ' 1.

3. VARIOUS ROLES OF THE OBSERVABLES

Why should a diameter measurement, such as that expected
from interferometry, be important? This section highlights the
importance that a radius measurement has when coupled with
various observables and different measurement errors.

3.1. Significance

The observables play very different roles in the determination
of the parameter solution depending on which combination of
observables (Oi) are available and the size of their measurement
errors (!i). Using equation (7) we calculated the significance of
some observables, S(Oi), using different observable combinations.
The top panel of Figure 1 illustrates the importance of some

typical observables in the absence of a radius measurement and
oscillation frequencies. The !i are those quoted from Table 2.
While this panel is mainly for comparison with the bottom panel,
we highlight a few points. The photometric observables appear
to supply more information than the spectroscopic—this is con-
trary to what is often believed. For example, the colors are more
significant than TeA. The significance S(½M/H)) & 0:85,wherewe
may have assumed that most information about chemical compo-
sition comes from [M/H], so it should be & 1. Also note the high
values of both S( log g) and S(V ). They are responsible for deter-
mining both the radius and the mass of the star.

TABLE 1

System Parameters

Parameter Value

M (M* )................................... 1.030

$ (Gyr) ................................... 1.00

X ............................................. 0.740

Z ............................................. 0.018

% ............................................. 1.50

10 Information regarding the light intensity profile across the star is provided
by the interferometric observations of the ‘‘second lobe of the visibility function.’’
In the case where the star is not fully resolved, i.e., we only get some visibility
points on the first lobe, we require a limb-darkened model for the star, rendering R?

model-dependent. The limb-darkened profile also varies if we use one- or three-
dimensional atmospheric models. Both Aufdenberg et al. (2005) and Bigot et al.
(2006) provide detailed and quantitative descriptions on this matter and also con-
firm the inadequacy of the one-dimensionalmodels in reproducing these second-lobe
measurements.

TABLE 2

System Observables

Measurement

Value

(Oi)

Error

(!i)

R? (R* )............................. 0.946 . . .
Teff (K)............................. 5421 50

log g.................................. 4.5 0.3

[M/H].............................. 0.00 0.05

MV (mag).......................... 4.50 0.05

(U-V ) (mag)..................... 0.633 0.005

(V-R) (mag) ...................... 0.400 0.005

!̄" (&Hz)......................... 148.3 . . .
#̄" (&Hz) .......................... 14.6 . . .
"0;12 (&Hz) ....................... 1996.9 . . .

Note.—Errors on R? and " are varied.

Fig. 1.—Top: Significance of the observables without oscillation information
and radius measurements. Bottom: Same as the top panel, but including oscil-
lation and radius measurements with !(R) ¼ 0:01 R? and !(") ¼ 1:3 &Hz.

CREEVEY ET AL.618 Vol. 659
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•Examples of visibility curves from VEGA instrument  
Average accuracy: 1.9 % on diameters (θLD) and 3% on radii (R★).

Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry

Fixed parameters Fitted parameters Calculated parameters
HD AV [Fe/H] log(g) Te↵ ✓SED Fbol Fbol

[cm · s2] [K] [mas] (AV = 0)
3651 0.060 0.1 4.4 ± 0.17 5297 ± 27 0.715 ± 0.014 13.409 ± 0.236 13.163 ± 0.169
9826 0.185 0.1 4.2 ± 0.14 6494 ± 39 1.073 ± 0.016 68.200 ± 2.310 58.448 ± 0.493
19994 0.090 0.2 4.2 ± 0.14 6039 ± 26 0.767 ± 0.011 25.798 ± 0.654 24.980 ± 0.291
75732 0.0075 0.3 4.4 ± 0.12 5219 ± 26 0.709 ± 0.012 12.435 ± 0.168 12.399 ± 0.168
167042 0.103 -0.1 3.2 ± 0.10 4774 ± 33 0.958 ± 0.028 15.886 ± 0.551 12.927 ± 0.429
170693 0.052 -0.5 2.1 ± 0.54 4460 ± 24 1.933 ± 0.023 49.180 ± 0.600 49.723 ± 0.102
173416 0.047 -0.2 2.5 ± 0.10 4735 ± 23 0.917 ± 0.013 13.179 ± 0.265 13.733 ± 0.148
185395 0.328 0.0 4.3 ± 0.15 7181 ± 28 0.775 ± 0.010 49.400 ± 0.460 40.372 ± 0.403
190360 0.044 0.2 4.3 ± 0.09 5577 ± 26 0.669 ± 0.011 14.405 ± 0.195 13.987 ± 0.213
217014 0.078 0.2 4.3 ± 0.11 5804 ± 27 0.689 ± 0.011 17.965 ± 0.238 16.939 ± 0.241
221345 0.046 -0.3 2.4 ± 0.29 4692 ± 25 1.359 ± 0.023 27.983 ± 0.447 27.055 ± 0.418
1367 0.588 0.0 3.0 ± 0.10 5488 ± 23 0.725 ± 0.009 15.959 ± 0.432 9.750 ± 0.060
1671 0.473 -0.1 3.7 ± 0.10 7047 ± 27 0.619 ± 0.007 31.473 ± 0.259 21.401 ± 0.185
154633 0.046 -0.1 3.0 ± 0.10 4934 ± 24 0.788 ± 0.010 12.243 ± 0.211 11.937 ± 0.087
161178 0.408 -0.2 2.4 ± 0.25 5158 ± 26 0.885 ± 0.018 19.799 ± 0.343 15.748 ± 0.078
168151 0.129 -0.3 4.1 ± 0.50 6563 ± 38 0.679 ± 0.016 28.519 ± 0.674 25.442 ± 0.625
209369 0.116 -0.2 3.8 ± 0.10 6447 ± 41 0.682 ± 0.017 26.737 ± 0.686 24.166 ± 0.560
218560 0.059 0 1.5 ± 0.10 4631 ± 24 0.929 ± 0.014 13.375 ± 0.138 12.800 ± 0.134

Table 4: Fixed input parameters to determine the bolometric flux. Fbol is expressed in 108 erg · s�1· cm�2, and the error adopted in
the rest of the study on [Fe/H] is 0.1 dex. We adopt a minimum of 0.1 dex for the error in log(g) (see Sect. 3.1).

HD ✓UD ± �✓UD µ� ✓LD ± �✓LD(%) �2
red

3651 0.687 ± 0.007 0.537 0.722 ± 0.007 (0.97) 0.97
9826 1.119 ± 0.026 0.425 1.161 ± 0.027 (2.34) 6.95
19994 0.731 ± 0.010 0.448 0.761 ± 0.011 (1.41) 0.67
75732 0.687 ± 0.011 0.561 0.724 ± 0.012 (1.64) 0.36
167042 0.998 ± 0.013 0.616 1.056 ± 0.014 (1.28) 0.30
170693 1.965 ± 0.009 0.634 2.097 ± 0.009 (0.41) 0.20
173416 0.937 ± 0.033 0.608 0.995 ± 0.034 (3.45) 0.59
185395 0.726 ± 0.007 0.355 0.749 ± 0.008 (1.01) 8.47
190360 0.596 ± 0.006 0.480 0.622 ± 0.007 (1.08) 1.00
217014 0.624 ± 0.013 0.458 0.650 ± 0.014 (2.14) 2.27
221345 1.404 ± 0.029 0.614 1.489 ± 0.032 (2.16) 2.73
1367 0.719 ± 0.013 0.505 0.754 ± 0.014 (1.84) 0.44
1671 0.582 ± 0.006 0.359 0.600 ± 0.006 (0.92) 0.42
154633 0.763 ± 0.011 0.569 0.804 ± 0.012 (1.44) 0.33
161178 0.897 ± 0.040 0.545 0.944 ± 0.043 (4.50) 1.89
168151 0.642 ± 0.014 0.386 0.664 ± 0.015 (2.20) 0.61
209369 0.601 ± 0.017 0.380 0.621 ± 0.018 (2.85) 1.72
218560 0.875 ± 0.020 0.600 0.927 ± 0.022 (2.38) 0.64

Table 5: Angular diameters of our targets (in mas). Errors in %
are given in parenthesis (see Sect. 3.2).

in [Fe/H]. Since we observed around 720 nm, we had to consider
both R and I filters (in the Johnson-Cousin system).

We first computed linear interpolations over the coe�cients
corresponding to [Fe/H] and log(g) surrounding the stellar pa-
rameters for each filter R and I and each temperature surround-
ing the initial photometric temperature (determined from Fbol)
by ±250 K. (We took the closest values to our stars available
on the tables.) Then, we averaged the resulting LD coe�cients
on the filters to have one coe�cient per temperature. Finally, we
computed linear interpolations until the derived ✓LD calculated
with the LD coe�cient converge with the values of Te↵,? and
Fbol. The final interferometric parameters are given in Table 5.
We used the final LD coe�cient to estimate the final ✓LD using
the LITpro software. Then, the final Te↵,? is directly derived
from the LD diameter and Fbol :

Te↵,? =

0
BBBB@

4 ⇥ Fbol

�SB✓2LD

1
CCCCA

0.25

, (4)

where �SB is the Stefan-Boltzmann constant.
The stellar radius is obtained by combining the LD diame-

ter and the distance d (from Hipparcos parallaxes, van Leeuwen
2007) :

R?[R�] =
✓LD[mas] ⇥ d[pc]

9.305
. (5)

To determine the errors on Te↵,? and R?, we consider that the
parameters on the righthand side of each equation are indepen-
dent random variables with Gaussian probability density func-
tions. For any quantity X, the uncertainty on its estimate is noted
�X , and the relative uncertainty �X/X is noted �̃X . Then, the
standard deviation of each parameter that we want to estimate
is given analytically to first order by a classical propagation of
errors, following the formula :

�̃T e↵,? =

q
((1/2) ⇥ �̃✓LD)2 + ((1/4) ⇥ �̃F bol)2

�̃R? =
q
�̃✓2LD + �̃

2
d ,

(6)

where �✓LD, �Fbol, and �d are the errors on the LD diameter,
bolometrix flux, and distance, respectively. Then, we calculate
the stellar luminosity L? by combining the bolometric flux and
the distance :

L? = 4⇡d2Fbol , (7)

and its error
�̃L? =

q
(2 ⇥ �̃d)2 + �̃F

2
bol . (8)

Finally, we calculate the gravitational mass Mgrav,? using log(g)
and R?

Mgrav,? =
R2
? ⇥ 10log(g)

G
(9)

and its error

�̃Mgrav,? =

r
(2 ⇥ �̃R?)2 +

⇣
�log(g) ⇥ ln(10)

⌘2
. (10)

The parameters and their errors are shown in Table 6.
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Spatial frequency (in 108/rad) Spatial frequency (in 108/rad)

θLD=0.724 ± 0.012 θLD=0.722 ± 0.007 

Ligi et al. (2012a, 2016)

Interferometric angular diameter Hipparcos distance
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• Photometry from VizieR 
Photometry Viewer 

• Fit from BASEL library spectra 

• Take into account log(g), Av,  
[Fe/H] 

•Average accuracy on Teff,★:  
57K in average

Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry

Fixed parameters Fitted parameters Calculated parameters
HD AV [Fe/H] log(g) Te↵ ✓SED Fbol Fbol

[cm · s2] [K] [mas] (AV = 0)
3651 0.060 0.1 4.4 ± 0.17 5297 ± 27 0.715 ± 0.014 13.409 ± 0.236 13.163 ± 0.169
9826 0.185 0.1 4.2 ± 0.14 6494 ± 39 1.073 ± 0.016 68.200 ± 2.310 58.448 ± 0.493
19994 0.090 0.2 4.2 ± 0.14 6039 ± 26 0.767 ± 0.011 25.798 ± 0.654 24.980 ± 0.291
75732 0.0075 0.3 4.4 ± 0.12 5219 ± 26 0.709 ± 0.012 12.435 ± 0.168 12.399 ± 0.168
167042 0.103 -0.1 3.2 ± 0.10 4774 ± 33 0.958 ± 0.028 15.886 ± 0.551 12.927 ± 0.429
170693 0.052 -0.5 2.1 ± 0.54 4460 ± 24 1.933 ± 0.023 49.180 ± 0.600 49.723 ± 0.102
173416 0.047 -0.2 2.5 ± 0.10 4735 ± 23 0.917 ± 0.013 13.179 ± 0.265 13.733 ± 0.148
185395 0.328 0.0 4.3 ± 0.15 7181 ± 28 0.775 ± 0.010 49.400 ± 0.460 40.372 ± 0.403
190360 0.044 0.2 4.3 ± 0.09 5577 ± 26 0.669 ± 0.011 14.405 ± 0.195 13.987 ± 0.213
217014 0.078 0.2 4.3 ± 0.11 5804 ± 27 0.689 ± 0.011 17.965 ± 0.238 16.939 ± 0.241
221345 0.046 -0.3 2.4 ± 0.29 4692 ± 25 1.359 ± 0.023 27.983 ± 0.447 27.055 ± 0.418
1367 0.588 0.0 3.0 ± 0.10 5488 ± 23 0.725 ± 0.009 15.959 ± 0.432 9.750 ± 0.060
1671 0.473 -0.1 3.7 ± 0.10 7047 ± 27 0.619 ± 0.007 31.473 ± 0.259 21.401 ± 0.185
154633 0.046 -0.1 3.0 ± 0.10 4934 ± 24 0.788 ± 0.010 12.243 ± 0.211 11.937 ± 0.087
161178 0.408 -0.2 2.4 ± 0.25 5158 ± 26 0.885 ± 0.018 19.799 ± 0.343 15.748 ± 0.078
168151 0.129 -0.3 4.1 ± 0.50 6563 ± 38 0.679 ± 0.016 28.519 ± 0.674 25.442 ± 0.625
209369 0.116 -0.2 3.8 ± 0.10 6447 ± 41 0.682 ± 0.017 26.737 ± 0.686 24.166 ± 0.560
218560 0.059 0 1.5 ± 0.10 4631 ± 24 0.929 ± 0.014 13.375 ± 0.138 12.800 ± 0.134

Table 4: Fixed input parameters to determine the bolometric flux. Fbol is expressed in 108 erg · s�1· cm�2, and the error adopted in
the rest of the study on [Fe/H] is 0.1 dex. We adopt a minimum of 0.1 dex for the error in log(g) (see Sect. 3.1).

HD ✓UD ± �✓UD µ� ✓LD ± �✓LD(%) �2
red

3651 0.687 ± 0.007 0.537 0.722 ± 0.007 (0.97) 0.97
9826 1.119 ± 0.026 0.425 1.161 ± 0.027 (2.34) 6.95
19994 0.731 ± 0.010 0.448 0.761 ± 0.011 (1.41) 0.67
75732 0.687 ± 0.011 0.561 0.724 ± 0.012 (1.64) 0.36
167042 0.998 ± 0.013 0.616 1.056 ± 0.014 (1.28) 0.30
170693 1.965 ± 0.009 0.634 2.097 ± 0.009 (0.41) 0.20
173416 0.937 ± 0.033 0.608 0.995 ± 0.034 (3.45) 0.59
185395 0.726 ± 0.007 0.355 0.749 ± 0.008 (1.01) 8.47
190360 0.596 ± 0.006 0.480 0.622 ± 0.007 (1.08) 1.00
217014 0.624 ± 0.013 0.458 0.650 ± 0.014 (2.14) 2.27
221345 1.404 ± 0.029 0.614 1.489 ± 0.032 (2.16) 2.73
1367 0.719 ± 0.013 0.505 0.754 ± 0.014 (1.84) 0.44
1671 0.582 ± 0.006 0.359 0.600 ± 0.006 (0.92) 0.42
154633 0.763 ± 0.011 0.569 0.804 ± 0.012 (1.44) 0.33
161178 0.897 ± 0.040 0.545 0.944 ± 0.043 (4.50) 1.89
168151 0.642 ± 0.014 0.386 0.664 ± 0.015 (2.20) 0.61
209369 0.601 ± 0.017 0.380 0.621 ± 0.018 (2.85) 1.72
218560 0.875 ± 0.020 0.600 0.927 ± 0.022 (2.38) 0.64

Table 5: Angular diameters of our targets (in mas). Errors in %
are given in parenthesis (see Sect. 3.2).

in [Fe/H]. Since we observed around 720 nm, we had to consider
both R and I filters (in the Johnson-Cousin system).

We first computed linear interpolations over the coe�cients
corresponding to [Fe/H] and log(g) surrounding the stellar pa-
rameters for each filter R and I and each temperature surround-
ing the initial photometric temperature (determined from Fbol)
by ±250 K. (We took the closest values to our stars available
on the tables.) Then, we averaged the resulting LD coe�cients
on the filters to have one coe�cient per temperature. Finally, we
computed linear interpolations until the derived ✓LD calculated
with the LD coe�cient converge with the values of Te↵,? and
Fbol. The final interferometric parameters are given in Table 5.
We used the final LD coe�cient to estimate the final ✓LD using
the LITpro software. Then, the final Te↵,? is directly derived
from the LD diameter and Fbol :

Te↵,? =

0
BBBB@

4 ⇥ Fbol

�SB✓2LD

1
CCCCA

0.25

, (4)

where �SB is the Stefan-Boltzmann constant.
The stellar radius is obtained by combining the LD diame-

ter and the distance d (from Hipparcos parallaxes, van Leeuwen
2007) :

R?[R�] =
✓LD[mas] ⇥ d[pc]

9.305
. (5)

To determine the errors on Te↵,? and R?, we consider that the
parameters on the righthand side of each equation are indepen-
dent random variables with Gaussian probability density func-
tions. For any quantity X, the uncertainty on its estimate is noted
�X , and the relative uncertainty �X/X is noted �̃X . Then, the
standard deviation of each parameter that we want to estimate
is given analytically to first order by a classical propagation of
errors, following the formula :

�̃T e↵,? =

q
((1/2) ⇥ �̃✓LD)2 + ((1/4) ⇥ �̃F bol)2

�̃R? =
q
�̃✓2LD + �̃

2
d ,

(6)

where �✓LD, �Fbol, and �d are the errors on the LD diameter,
bolometrix flux, and distance, respectively. Then, we calculate
the stellar luminosity L? by combining the bolometric flux and
the distance :

L? = 4⇡d2Fbol , (7)

and its error
�̃L? =

q
(2 ⇥ �̃d)2 + �̃F

2
bol . (8)

Finally, we calculate the gravitational mass Mgrav,? using log(g)
and R?

Mgrav,? =
R2
? ⇥ 10log(g)

G
(9)

and its error

�̃Mgrav,? =

r
(2 ⇥ �̃R?)2 +

⇣
�log(g) ⇥ ln(10)

⌘2
. (10)

The parameters and their errors are shown in Table 6.
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HD AV [Fe/H] log(g) Te↵ ✓SED Fbol Fbol

[cm · s2] [K] [mas] (AV = 0)
3651 0.060 0.1 4.4 ± 0.17 5297 ± 27 0.715 ± 0.014 13.409 ± 0.236 13.163 ± 0.169
9826 0.185 0.1 4.2 ± 0.14 6494 ± 39 1.073 ± 0.016 68.200 ± 2.310 58.448 ± 0.493
19994 0.090 0.2 4.2 ± 0.14 6039 ± 26 0.767 ± 0.011 25.798 ± 0.654 24.980 ± 0.291
75732 0.0075 0.3 4.4 ± 0.12 5219 ± 26 0.709 ± 0.012 12.435 ± 0.168 12.399 ± 0.168
167042 0.103 -0.1 3.2 ± 0.10 4774 ± 33 0.958 ± 0.028 15.886 ± 0.551 12.927 ± 0.429
170693 0.052 -0.5 2.1 ± 0.54 4460 ± 24 1.933 ± 0.023 49.180 ± 0.600 49.723 ± 0.102
173416 0.047 -0.2 2.5 ± 0.10 4735 ± 23 0.917 ± 0.013 13.179 ± 0.265 13.733 ± 0.148
185395 0.328 0.0 4.3 ± 0.15 7181 ± 28 0.775 ± 0.010 49.400 ± 0.460 40.372 ± 0.403
190360 0.044 0.2 4.3 ± 0.09 5577 ± 26 0.669 ± 0.011 14.405 ± 0.195 13.987 ± 0.213
217014 0.078 0.2 4.3 ± 0.11 5804 ± 27 0.689 ± 0.011 17.965 ± 0.238 16.939 ± 0.241
221345 0.046 -0.3 2.4 ± 0.29 4692 ± 25 1.359 ± 0.023 27.983 ± 0.447 27.055 ± 0.418
1367 0.588 0.0 3.0 ± 0.10 5488 ± 23 0.725 ± 0.009 15.959 ± 0.432 9.750 ± 0.060
1671 0.473 -0.1 3.7 ± 0.10 7047 ± 27 0.619 ± 0.007 31.473 ± 0.259 21.401 ± 0.185
154633 0.046 -0.1 3.0 ± 0.10 4934 ± 24 0.788 ± 0.010 12.243 ± 0.211 11.937 ± 0.087
161178 0.408 -0.2 2.4 ± 0.25 5158 ± 26 0.885 ± 0.018 19.799 ± 0.343 15.748 ± 0.078
168151 0.129 -0.3 4.1 ± 0.50 6563 ± 38 0.679 ± 0.016 28.519 ± 0.674 25.442 ± 0.625
209369 0.116 -0.2 3.8 ± 0.10 6447 ± 41 0.682 ± 0.017 26.737 ± 0.686 24.166 ± 0.560
218560 0.059 0 1.5 ± 0.10 4631 ± 24 0.929 ± 0.014 13.375 ± 0.138 12.800 ± 0.134

Table 4: Fixed input parameters to determine the bolometric flux. Fbol is expressed in 108 erg · s�1· cm�2, and the error adopted in
the rest of the study on [Fe/H] is 0.1 dex. We adopt a minimum of 0.1 dex for the error in log(g) (see Sect. 3.1).

HD ✓UD ± �✓UD µ� ✓LD ± �✓LD(%) �2
red

3651 0.687 ± 0.007 0.537 0.722 ± 0.007 (0.97) 0.97
9826 1.119 ± 0.026 0.425 1.161 ± 0.027 (2.34) 6.95
19994 0.731 ± 0.010 0.448 0.761 ± 0.011 (1.41) 0.67
75732 0.687 ± 0.011 0.561 0.724 ± 0.012 (1.64) 0.36
167042 0.998 ± 0.013 0.616 1.056 ± 0.014 (1.28) 0.30
170693 1.965 ± 0.009 0.634 2.097 ± 0.009 (0.41) 0.20
173416 0.937 ± 0.033 0.608 0.995 ± 0.034 (3.45) 0.59
185395 0.726 ± 0.007 0.355 0.749 ± 0.008 (1.01) 8.47
190360 0.596 ± 0.006 0.480 0.622 ± 0.007 (1.08) 1.00
217014 0.624 ± 0.013 0.458 0.650 ± 0.014 (2.14) 2.27
221345 1.404 ± 0.029 0.614 1.489 ± 0.032 (2.16) 2.73
1367 0.719 ± 0.013 0.505 0.754 ± 0.014 (1.84) 0.44
1671 0.582 ± 0.006 0.359 0.600 ± 0.006 (0.92) 0.42
154633 0.763 ± 0.011 0.569 0.804 ± 0.012 (1.44) 0.33
161178 0.897 ± 0.040 0.545 0.944 ± 0.043 (4.50) 1.89
168151 0.642 ± 0.014 0.386 0.664 ± 0.015 (2.20) 0.61
209369 0.601 ± 0.017 0.380 0.621 ± 0.018 (2.85) 1.72
218560 0.875 ± 0.020 0.600 0.927 ± 0.022 (2.38) 0.64

Table 5: Angular diameters of our targets (in mas). Errors in %
are given in parenthesis (see Sect. 3.2).

in [Fe/H]. Since we observed around 720 nm, we had to consider
both R and I filters (in the Johnson-Cousin system).

We first computed linear interpolations over the coe�cients
corresponding to [Fe/H] and log(g) surrounding the stellar pa-
rameters for each filter R and I and each temperature surround-
ing the initial photometric temperature (determined from Fbol)
by ±250 K. (We took the closest values to our stars available
on the tables.) Then, we averaged the resulting LD coe�cients
on the filters to have one coe�cient per temperature. Finally, we
computed linear interpolations until the derived ✓LD calculated
with the LD coe�cient converge with the values of Te↵,? and
Fbol. The final interferometric parameters are given in Table 5.
We used the final LD coe�cient to estimate the final ✓LD using
the LITpro software. Then, the final Te↵,? is directly derived
from the LD diameter and Fbol :

Te↵,? =

0
BBBB@

4 ⇥ Fbol

�SB✓2LD

1
CCCCA

0.25

, (4)

where �SB is the Stefan-Boltzmann constant.
The stellar radius is obtained by combining the LD diame-

ter and the distance d (from Hipparcos parallaxes, van Leeuwen
2007) :

R?[R�] =
✓LD[mas] ⇥ d[pc]

9.305
. (5)

To determine the errors on Te↵,? and R?, we consider that the
parameters on the righthand side of each equation are indepen-
dent random variables with Gaussian probability density func-
tions. For any quantity X, the uncertainty on its estimate is noted
�X , and the relative uncertainty �X/X is noted �̃X . Then, the
standard deviation of each parameter that we want to estimate
is given analytically to first order by a classical propagation of
errors, following the formula :

�̃T e↵,? =

q
((1/2) ⇥ �̃✓LD)2 + ((1/4) ⇥ �̃F bol)2

�̃R? =
q
�̃✓2LD + �̃

2
d ,

(6)

where �✓LD, �Fbol, and �d are the errors on the LD diameter,
bolometrix flux, and distance, respectively. Then, we calculate
the stellar luminosity L? by combining the bolometric flux and
the distance :

L? = 4⇡d2Fbol , (7)

and its error
�̃L? =

q
(2 ⇥ �̃d)2 + �̃F

2
bol . (8)

Finally, we calculate the gravitational mass Mgrav,? using log(g)
and R?

Mgrav,? =
R2
? ⇥ 10log(g)

G
(9)

and its error

�̃Mgrav,? =

r
(2 ⇥ �̃R?)2 +

⇣
�log(g) ⇥ ln(10)

⌘2
. (10)

The parameters and their errors are shown in Table 6.

5

SED

Interferometric angular diameter

13

STELLAR PARAMETERS FROM INTERFEROMETRY

SF2A 2018 - Bordeaux



• This corresponds to the approximate likelihood map in the (M★, age★) for which each 
term of the equation                                                                        is less than 1, 2, 3 (red, yellow, 
blue, resp.). 

• Then, least squares to give a value.

Method: Interpolation of PARSEC stellar models (Bressan et al. 2012).

R. Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry and new estimations of exoplanetary parameters

Fig. 3. Upper panel: comparison between angular diameters measured
with VEGA and with other instruments. Bottom panel: estimation of
empirically determined angular diameters versus angular diameters
measured with VEGA. Dwarfs and subgiants stars are plotted in blue,
and giants and bright giants in red (see Sect. 3.3).

Fig. 4. Comparison between interferometric temperatures and tempera-
tures derived from SED. Dwarfs and subgiants stars are plotted with
blue diamonds, and giants and bright giants with red squares (see
Sect. 3.3).

We used the recently published PARSEC stellar models
(Bressan et al. 2012) to determine the masses and ages of the
18 stars. The details of these models are well documented in
Bressan et al. (2012), but here we give a brief summary. Models
are initiated on the pre-main sequence phase and evolve beyond

the horizontal branch, which is sufficient for our purposes. High
temperature opacity tables (OPAL, Iglesias & Rogers 1996) are
used in conjunction with those calculated from their own code
(Aesopus, Marigo & Aringer 2009) for lower temperatures. The
models make use of the FREEEOS code6 to calculate the equa-
tion of state, and the nuclear reaction rates comprise the p-p,
Ne-Na, and Mg-Al chains, the CNO cycle, and some alpha-
capture reactions.

Energy transport in the convective regions is described by the
mixing-length theory of Böhm-Vitense (1958), and the mixing-
length parameter found for the Sun is 1.74. Convective overshoot
from the convective core and below the convective envelope is
a variable parameter that depends on stellar mass and chemi-
cal composition. Microscopic diffusion is included following the
implementation of Salasnich (1999). The reference distribution
of heavy elements is given by Grevesse & Sauval (1998) except
for some species where the Caffau et al. (2011) ones are used,
and this gives a present solar metallicity of Z⊙ = 0.01524 and
Z⊙/X⊙ = 0.0207. A chemical enrichment law is derived from
the solar value using the primordial helium abundance (0.2485),
and this is given as Y = 0.2485 + 1.78Z. The approximation
[M/H] = log(Z/Z⊙) is used to determine the metallicity.

The isochrones span log(age) from 6.6 to 10.13 in steps of
0.01 and [M/H] from 0.5 to −0.8 dex in steps of ∼0.015. We
assume that [M/H] = [Fe/H] because no additional information
is available to differentiate them.

For this data to be appropriate, the points on one single
isochrone should not be separated on the H-R diagram by a large
distance compared to σL⋆ and σTeff,⋆ . As this is generally not the
case, we performed spline interpolations of each isochrone to
produce a refined table for each star around L⋆ and T⋆, except
for HD 1367 and HD 218560 due to their complex position on
the H-R diagram. For these two stars, we did not build any inter-
polation, which gives more consistent results.

4.1. Best fit (least squares)

To find the mass and age of a star, we perform a least squares
algorithm, looking for the parameter combination in our table
that minimizes the quantity:

χ2 =
(L − L⋆)2

σL⋆
2 +

(Teff − Teff,⋆)2

σTeff,⋆
2 +

([M/H] − [M/H]⋆)
σ[M/H]⋆

2 · (11)

Although not intrinsically degenerate (because the number of
constraints equals that of parameters to be determined given a
fixed set of parameters), this problem does not have a unique
solution, especially in some parts of the H-R diagram, where
the isochrones cross, so that a given luminosity and tempera-
ture may correspond to two stars of different ages and masses.
Typically, there is a young (<400 Myr) and an old (>400 Myr)
solution. This is described particularly well by Bonfanti et al.
(2015, Fig. 2), who also show that two solutions are possible
when also using the PARSEC tables, one in the Gyr range and
the other in the Myr range. They show that without knowledge
of the stellar mass, it is not possible to establish the evolutionary
stage of the star. Additional stellar properties may allow one to
rule out one of the two solutions (e.g. chromospheric activity,
Lithium abundance, gyrochronology, or independent measure of
the stellar mass, see discussion about HD 75732 below), but we

6 http://freeeos.sourceforge.net/

A94, page 7 of 23
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• L shows 2 different peaks for many MS stars:  
an old solution: > 400 Myrs 
a young solution: < 400 Myrs

Need additional stellar properties 
(gyrochronology, chromospheric 
activity, Lithium abundance…) to 
validate the age.

• M★ and age★ are not independent 
• Clear negative correlation for the old solution

Method: Interpolation of PARSEC stellar models (Bressan et al. 2012).
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[M/H] ±0.1 dex 
R★±1σ
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Average accuracy on masses: 
• 7.6% for old solutions 
• 10% for young solutions

Accuracy on ages: ~ Myrs and Gyrs

[M/H] ±0.1 dex 
R★±1σ
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• Usually: Radial Velocity (RV) detections 

• Thus we obtain mpsin(i) from RV and  
stellar masses: 

• Habitable Zone (HZ) (Jones et al. 2006) ∝ L★/Teff,★
2 

• Semi-major axis ∝ M★
1/3

  

➔ New estimations of HZ, semi-major axis (au) and mpsin(i) from our 
measurements.

Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry

HD170693/42 Dra - We only find an old solution for
HD170693 with a high �2. Bonfanti et al. (2015) used the same
isochrones as we did (PARSEC tables) to characterize this star
and found an age and mass of 9 Gyrs and 1±0.1 M�. However,
the input parameters were not the same in their study, and we
stress here that, unlike them, we bring a direct determination
of the radius that is a free parameter for them and is equal to
20.9±0.6 R�. Our error on Te↵,? is very small, and it is most
likely this parameter that dominates our solution. A better pre-
cision on the parallax would allow verification of the very small
error on the temperature.

HD173416 - There are not many studies concerning this star.
Bonfanti et al. (2015) find that it is younger than our estimation
(1.5±0.6 Gyrs), and this is to our knowledge the only determi-
nation of the age before ours. They found a mass of 1.8 M�,
which is closer to Liu et al. (2009, 2.0±0.3 M�) and Liu et al.
(2010, 2.37 M�) estimations using Yonse-Yale isochrones. None
of them used a direct angular diameter measurement as input in
their model.

HD185395/✓ Cyg - This star has long interested scientists for
the unusual radial velocity variations it presents and make it
a complex system not fully understood yet, suspecting several
planets around the star (see Ligi et al. 2012a, and references
therein for additional information). Guzik et al. (2011) discuss
the solar-like oscillations it shows and the probability of hav-
ing �-Dor pulsations by considering two stellar masses, 1.38
and 1.29 M� with di↵erent metallicities. They state that for so-
lar metallicity (as we consider in our study), � Dor g-mode pul-
sators, expected masses are higher, on the order of 1.6 M�, which
is a value close to the estimation of the mass we found.

HD190360 - A wide range of ages has been found for
HD190360; 11.3 Gyrs (Boyajian et al. 2013) using the Baines
et al. (2008) radius ; 6.7 Gyrs along with a mass of 0.96 M�
(Naef et al. 2003) ; Ibukiyama & Arimoto (2002) gave 12.11
Gyrs; Valenti & Fischer (2005) gave 7.2 Gyrs; and Bensby et al.
(2014) estimated 4.9 Gyrs with an upper limit of 9.4 Gyrs and
a lower limit of 2.8 Gyrs, along with a mass of 0.99+0.05

�0.06 M�,
among others. This is a good example that shows how di�cult
the age and mass determination is and how it depends on in-
put parameters and model. Our mass estimation is in very good
agreement with the Fuhrmann (1998) (1.04 M�) and Bensby
et al. (2014) (0.990.05

�0.06M�) estimations.

HD217014/51 Peg - This star is known as the first solar-
like star around which an exoplanet has been found (Mayor &
Queloz 1995). We find masses consistent with a solar type star,
but younger. Our estimation is closer to the Bonfanti et al. (2015)
(3.3±1.2 Gyrs), in particular concerning the mass (1.1±0.02
M�). The reanalysis of the GCS data in Casagrande et al. (2011)
uses two sets of models, and they find a median age and mass
of 5.33 Gyrs and 1.06 M�, and 7.4 Gyrs and 1.02 M� with
PADOVA and BASTI, respectively.

HD221345/14 And - The only previous age and mass deter-
minations we found for this star are those from Bonfanti et al.
(2015, 3.20 ± 2.10 Gyrs and 1.40 ± 0.20 M�) and Baines et al.
(2009, 4.5 ± 1.9 Gyrs and 1.1 ± 0.2 M�), and this last mass is
in good agreement with our estimation. As shown previously,

the estimation of these parameters is di�cult, and one can find
as many values as there are estimations. Baines et al. (2009)
measured a smaller angular diameter than we did, which trans-
lates into a higher luminosity and might explain the di↵erence.
However, there is a strong discrepancy between empirically
determined angular diameters and our measurement: we found
1.49 ± 0.03 mas but ✓SED = 1.359 ±0.023 mas and ✓Kervella =
1.859 mas. This might be explained by the fact that 14 And is
a giant, so the Kervella et al. (2004) relation is not appropriate
for this star. Also, the infrared photometry is not homogeneous
with the visible part. There also are discrepancies between Te↵
and Te↵,? (4.5% di↵erence).

The comparisons for the non-host stars are more di�cult
since for most of them, we bring here the first estimation of their
mass and age. Casagrande et al. (2011) provide an estimation
of the age and mass of HD1671, HD168151, and HD209369.
For HD1671, we find a slightly younger star than Casagrande
et al. (2011), but the masses are consistent, particularly when
comparing with those obtained with the PADOVA code (1.82
M� for both median and most probable masses). Concerning
HD168151, our age estimation is between the Boyajian et al.
(2013, 5 Gyrs) and Casagrande et al. (2011, ⇠ 2.5 Gyrs) results,
and our mass estimation is a bit lower. Finally, Casagrande et al.
(2011) give very similar results to ours for HD209369.

4.4. On the role of metallicity

Taking the uncertainty on the metallicity into account signifi-
cantly increases the range of the distributions of the masses and
ages, id est the final error bars. To quantify the error bugdet due
to the metallicity, we take the case of HD3651 as an example,
for which we have reasonable errors and low �2. When setting
the error on the metallicity to �([M/H])=0.001 dex (instead of
0.1 dex, see Sect. 3.1), we get errors of 22% and 2.1% on the
age and mass, respectively, for the old solution. Thus, the error
on the metallicity contributes to one third of the total error of the
age and to half of the error on the mass. It is even more signif-
icant for the young solution, where the errors reduce to 3% and
0.43% for the age and mass. If we only consider the uncertainty
on the metallicity (reducing the errors on Fbol, ✓, and d by a fac-
tor 10�5), we get very similar errors on the age and mass than
the ones shown in Table 7: the errors are of 31% and 4.37% on
the age and mass for the old solution, and 9% and 2.5% for the
young solution. This emphasizes the significant contribution of
the error on the metallicity. Standard deviations assuming a fixed
metallicity are therefore underestimated and should be consid-
ered as a lower limit.

5. Exoplanetary parameters

5.1. Planetary masses, semi-major axes, and habitable zone

Radial velocity measurements constitute one of the two most
prolific methods used to discover exoplanets. It gives the the
minimum mass of the exoplanet mp sin(i) :

mp sin(i) =
M2/3
? P1/3K(1 � e2)1/2

(2⇡G)1/3 , (12)

where mp and M? are the planetary and stellar masses, P and
K are the period and the semi-amplitude of the radial velocity
signal, e is the eccentricity of the planet, and G is the gravita-
tional constant. Thus, to determine the minimum mass of the
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Figure 4. Top panel: Comparison of interferometrically measured angular diameters versus diameters from
the literature. The error bars for the interferometric diameters are often smaller than the circle that indicates
that measurement. The dotted line is the 1:1 ratio. When more than one measurement was available in the
literature, we used the most recent measurement (see Table 7). Bottom panel: The residuals were calculated
as follows: (θinterferometry − θliterature) × (combined error)−1.

R. Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry and new estimations of exoplanetary parameters

Fig. 3. Upper panel: comparison between angular diameters measured
with VEGA and with other instruments. Bottom panel: estimation of
empirically determined angular diameters versus angular diameters
measured with VEGA. Dwarfs and subgiants stars are plotted in blue,
and giants and bright giants in red (see Sect. 3.3).

Fig. 4. Comparison between interferometric temperatures and tempera-
tures derived from SED. Dwarfs and subgiants stars are plotted with
blue diamonds, and giants and bright giants with red squares (see
Sect. 3.3).

We used the recently published PARSEC stellar models
(Bressan et al. 2012) to determine the masses and ages of the
18 stars. The details of these models are well documented in
Bressan et al. (2012), but here we give a brief summary. Models
are initiated on the pre-main sequence phase and evolve beyond

the horizontal branch, which is sufficient for our purposes. High
temperature opacity tables (OPAL, Iglesias & Rogers 1996) are
used in conjunction with those calculated from their own code
(Aesopus, Marigo & Aringer 2009) for lower temperatures. The
models make use of the FREEEOS code6 to calculate the equa-
tion of state, and the nuclear reaction rates comprise the p-p,
Ne-Na, and Mg-Al chains, the CNO cycle, and some alpha-
capture reactions.

Energy transport in the convective regions is described by the
mixing-length theory of Böhm-Vitense (1958), and the mixing-
length parameter found for the Sun is 1.74. Convective overshoot
from the convective core and below the convective envelope is
a variable parameter that depends on stellar mass and chemi-
cal composition. Microscopic diffusion is included following the
implementation of Salasnich (1999). The reference distribution
of heavy elements is given by Grevesse & Sauval (1998) except
for some species where the Caffau et al. (2011) ones are used,
and this gives a present solar metallicity of Z⊙ = 0.01524 and
Z⊙/X⊙ = 0.0207. A chemical enrichment law is derived from
the solar value using the primordial helium abundance (0.2485),
and this is given as Y = 0.2485 + 1.78Z. The approximation
[M/H] = log(Z/Z⊙) is used to determine the metallicity.

The isochrones span log(age) from 6.6 to 10.13 in steps of
0.01 and [M/H] from 0.5 to −0.8 dex in steps of ∼0.015. We
assume that [M/H] = [Fe/H] because no additional information
is available to differentiate them.

For this data to be appropriate, the points on one single
isochrone should not be separated on the H-R diagram by a large
distance compared to σL⋆ and σTeff,⋆ . As this is generally not the
case, we performed spline interpolations of each isochrone to
produce a refined table for each star around L⋆ and T⋆, except
for HD 1367 and HD 218560 due to their complex position on
the H-R diagram. For these two stars, we did not build any inter-
polation, which gives more consistent results.

4.1. Best fit (least squares)

To find the mass and age of a star, we perform a least squares
algorithm, looking for the parameter combination in our table
that minimizes the quantity:

χ2 =
(L − L⋆)2

σL⋆
2 +

(Teff − Teff,⋆)2

σTeff,⋆
2 +

([M/H] − [M/H]⋆)
σ[M/H]⋆

2 · (11)

Although not intrinsically degenerate (because the number of
constraints equals that of parameters to be determined given a
fixed set of parameters), this problem does not have a unique
solution, especially in some parts of the H-R diagram, where
the isochrones cross, so that a given luminosity and tempera-
ture may correspond to two stars of different ages and masses.
Typically, there is a young (<400 Myr) and an old (>400 Myr)
solution. This is described particularly well by Bonfanti et al.
(2015, Fig. 2), who also show that two solutions are possible
when also using the PARSEC tables, one in the Gyr range and
the other in the Myr range. They show that without knowledge
of the stellar mass, it is not possible to establish the evolutionary
stage of the star. Additional stellar properties may allow one to
rule out one of the two solutions (e.g. chromospheric activity,
Lithium abundance, gyrochronology, or independent measure of
the stellar mass, see discussion about HD 75732 below), but we

6 http://freeeos.sourceforge.net/
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Table 5. CHARA Classic versus PAVO angular diameters

Star Classic θLD Band Ref. PAVO θLD Ref.
(mas) (mas)

16 Cyg B 0.426±0.056 K′ 1 0.490±0.006 9
0.513±0.012 H 2

16 Cyg A 0.554±0.011 H 2 0.539±0.006 9
HD 103095 0.696±0.005 K′ 3 0.595±0.007 10

0.679±0.015a K′ 4
18 Sco 0.780±0.017 K′ 3 0.676±0.006 11
θ Cyg 0.861±0.015 K′ 3 0.754±0.009 9
HR 6817 0.922±0.018 K′ 5 0.823±0.011 12
HR 8461 0.875±0.018 K′ 6 0.831±0.011 12

0.886±0.006 H , J 7
6 Lyn 0.970±0.035 K′ 6 0.853±0.013 12
HD 122563 0.940±0.011a K′ 4 0.926±0.011 10
HD 185351 1.120±0.018 H 8 1.133±0.013 8

References: (1) Baines et al. (2008); (2) Boyajian et al. (2013);
(3) Boyajian et al. (2012); (4) Creevey et al. (2012); (5) Baines et al.
(2010); (6) Baines et al. (2009); (7) von Braun et al. (2014);
(8) Johnson et al. (2014); (9) White et al. (2013); (10) Karovicova et al.
(2018); (11) Bazot et al. (2011); (12) this work.
a Value also includes observations made with the FLUOR instrument at
the CHARA Array.

ble 5. Additionally, κ CrB has been previously observed with NPOI
(θLD = 1.543 ± 0.009 mas; Baines et al. 2013), while HR 6817
has also been observed with the VEGA beam combiner at the
CHARA array (θLD = 1.056 ± 0.014 mas; Ligi et al. 2016). Given
the previously reported discrepancy between some photometric and
interferometric temperatures (Casagrande et al. 2014), it is worth
considering how well these measurements made with different in-
terferometric instruments compare, which we illustrate in Fig. 7.
We consistently find Classic diameters that are systematically larger
than those determined by PAVO. In some cases, the Classic diam-
eters are 15 per cent larger than PAVO values, and disagreeing by
up to 6σ. Notably, the largest differences are found for the Classic
measurements made in K ′ band.

Differences are also found with diameters measured with other
beam combiners. The VEGA measurement of HR 6817 gives a
diameter that is 28 per cent larger than found with PAVO, differing
by 13σ. Ligi et al. (2016) had noted that their VEGA measurement
was discrepant with the earlier value determined with Classic by
Baines et al. (2010), which is itself 12 per cent (4.6σ) larger than
the PAVO result.

Two other stars have PAVO, VEGA and Classic measure-
ments reported in the literature: θ Cyg and HD 103095. Addition-
ally, HD 140283 has been observed by VEGA and PAVO only.
For θ Cyg, the VEGA measurement (0.749 ± 0.008 mas; Ligi et al.
2016) agrees well with the PAVO measurement (0.754±0.009 mas;
White et al. 2013), as well as with H-band measurements made
with the MIRC beam combiner at the CHARA Array (0.739 ±
0.015 mas; White et al. 2013). Again, the K ′-band measurement
with Classic (0.861 ± 0.015 mas; Boyajian et al. 2012) is larger.
For HD 103095, there is only a 1.4σ difference between the
VEGA (0.611±0.009 mas) and PAVO (0.595±0.007 mas) values
(Karovicova et al. 2018), both of which are substantially smaller
than the value obtained from the FLUOR and Classic beam com-
biners (0.679 ± 0.015 mas; Creevey et al. 2012). The PAVO diam-
eter of HD 140283 (0.324 ± 0.005 mas; Karovicova et al. 2018)
is 2σ smaller than the VEGA measurement (0.353 ± 0.013 mas;
Creevey et al. 2015).

Figure 7. Comparison of CHARA Classic K′ and H band (orange and
yellow squares, respectively), VEGA (green triangles), MIRC (blue circle),
and NPOI (pink diamond) measurements with PAVO measurements of the
same stars.

The only star measured by both PAVO and NPOI to date is
κ CrB. Once again, we find disagreement, with the NPOI diameter
being 5.8 per cent larger than what we have obtained with PAVO, a
3.7σ difference.

The source of these disagreements is not readily apparent.
Accurate calibration of interferometric data is difficult, and there
are several potential sources of systematic errors. Casagrande et al.
(2014), for example, observed the disagreement in effective tem-
perature increased with smaller angular diameters. Additionally, we
find the disagreement with the diameters measured by Classic to
be most apparent in K

′ band, that is, in the longest wavelength
band used. Both of these observations suggest that problems may
be arising when targets are under-resolved.

It is instructive to consider how uncertainties propagate into
the calibrated fringe visibility. The corrected visibility of the target
object is given by

Vobj,cor =
Vobj,obs

Vsys
, (3)

with the system visibility,

Vsys =
Vcal,obs

Vcal,pred
, (4)

where Vobj,obs and Vcal,obs are the observed visibility measurements
of the object and calibrator stars respectively, and Vcal,pred is the
predicted visibility of the calibrator star in an ideal system.

The first requirement for an accurate calibration is an accurate
estimate of Vcal,pred. Systematic errors in the predicted diameters
of calibrator stars will result in biased calibrated visibilities. Such
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Figure 22. Top and middle panels show the fractional deviation in interferometrically determined effective temperatures and radii compared to the spectroscopic
values in the SPOCS catalog (Valenti & Fischer 2005). The bottom panel shows the fractional deviation of stellar masses derived in this work vs. those derived in the
SPOCS catalog by interpolation within the Y2 isochrones. We use different symbols for the points in the bottom panel to accentuate the fact that the original masses
for each are derived from model isochrones. Printed in the left-hand side of each window are the average percentage deviation for each variable, and the scatter of the
data σ in percent. The dotted line indicates zero deviation, and the color of the data point reflects the metallicity of the star ranging from [Fe/H] = −1.26 to 0.38 (see
previous figures for legend). See Section 3.1.4 for details.
(A color version of this figure is available in the online journal.)

precision from 2%–3% to ∼1% will have great value, it will soon
approach the point where the sample is limited by targets that
have distance measurements, absolute photometric calibrations,
and measurements of metallicities at this level. The ability to
learn such absolute properties of stars can open the door to
the study of essential parameters and phenomena such as age,
rotation, and magnetic fields, whose impact on evolution may
be important but difficult to detect.
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Fig. 3. Upper panel: comparison between angular diameters measured
with VEGA and with other instruments. Bottom panel: estimation of
empirically determined angular diameters versus angular diameters
measured with VEGA. Dwarfs and subgiants stars are plotted in blue,
and giants and bright giants in red (see Sect. 3.3).

Fig. 4. Comparison between interferometric temperatures and tempera-
tures derived from SED. Dwarfs and subgiants stars are plotted with
blue diamonds, and giants and bright giants with red squares (see
Sect. 3.3).

We used the recently published PARSEC stellar models
(Bressan et al. 2012) to determine the masses and ages of the
18 stars. The details of these models are well documented in
Bressan et al. (2012), but here we give a brief summary. Models
are initiated on the pre-main sequence phase and evolve beyond

the horizontal branch, which is sufficient for our purposes. High
temperature opacity tables (OPAL, Iglesias & Rogers 1996) are
used in conjunction with those calculated from their own code
(Aesopus, Marigo & Aringer 2009) for lower temperatures. The
models make use of the FREEEOS code6 to calculate the equa-
tion of state, and the nuclear reaction rates comprise the p-p,
Ne-Na, and Mg-Al chains, the CNO cycle, and some alpha-
capture reactions.

Energy transport in the convective regions is described by the
mixing-length theory of Böhm-Vitense (1958), and the mixing-
length parameter found for the Sun is 1.74. Convective overshoot
from the convective core and below the convective envelope is
a variable parameter that depends on stellar mass and chemi-
cal composition. Microscopic diffusion is included following the
implementation of Salasnich (1999). The reference distribution
of heavy elements is given by Grevesse & Sauval (1998) except
for some species where the Caffau et al. (2011) ones are used,
and this gives a present solar metallicity of Z⊙ = 0.01524 and
Z⊙/X⊙ = 0.0207. A chemical enrichment law is derived from
the solar value using the primordial helium abundance (0.2485),
and this is given as Y = 0.2485 + 1.78Z. The approximation
[M/H] = log(Z/Z⊙) is used to determine the metallicity.

The isochrones span log(age) from 6.6 to 10.13 in steps of
0.01 and [M/H] from 0.5 to −0.8 dex in steps of ∼0.015. We
assume that [M/H] = [Fe/H] because no additional information
is available to differentiate them.

For this data to be appropriate, the points on one single
isochrone should not be separated on the H-R diagram by a large
distance compared to σL⋆ and σTeff,⋆ . As this is generally not the
case, we performed spline interpolations of each isochrone to
produce a refined table for each star around L⋆ and T⋆, except
for HD 1367 and HD 218560 due to their complex position on
the H-R diagram. For these two stars, we did not build any inter-
polation, which gives more consistent results.

4.1. Best fit (least squares)

To find the mass and age of a star, we perform a least squares
algorithm, looking for the parameter combination in our table
that minimizes the quantity:

χ2 =
(L − L⋆)2

σL⋆
2 +

(Teff − Teff,⋆)2

σTeff,⋆
2 +

([M/H] − [M/H]⋆)
σ[M/H]⋆

2 · (11)

Although not intrinsically degenerate (because the number of
constraints equals that of parameters to be determined given a
fixed set of parameters), this problem does not have a unique
solution, especially in some parts of the H-R diagram, where
the isochrones cross, so that a given luminosity and tempera-
ture may correspond to two stars of different ages and masses.
Typically, there is a young (<400 Myr) and an old (>400 Myr)
solution. This is described particularly well by Bonfanti et al.
(2015, Fig. 2), who also show that two solutions are possible
when also using the PARSEC tables, one in the Gyr range and
the other in the Myr range. They show that without knowledge
of the stellar mass, it is not possible to establish the evolutionary
stage of the star. Additional stellar properties may allow one to
rule out one of the two solutions (e.g. chromospheric activity,
Lithium abundance, gyrochronology, or independent measure of
the stellar mass, see discussion about HD 75732 below), but we

6 http://freeeos.sourceforge.net/
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Table 3
(Continued)

Star† ⟨R⟩ ± σ (R⊙) ⟨Teff⟩ ± σ (K) ⟨Mass⟩ (M⊙) ⟨Age⟩ (Gyr)

142860 1.4715 ± 0.0082 6222 ± 13 4.3 1.168
150680 2.7620 ± 0.0613 5656 ± 63 3.3 1.438
217014 1.1678 ± 0.0416 5706 ± 95 6.4 1.054

Notes. All measurements of stellar radii found in the literature, with precision of better than 5%. Stars with multiple measurements are marked with a †. Metallicities
are from Anderson & Francis (2011) and parallaxes are from van Leeuwen (2007). The bottom portion of the table lists the stars with multiple measurements, and the
weighted mean for their radii and temperatures (all other parameters remain unaffected when combining the multiple sources for measured radii). All bolometric flux,
luminosity, and temperature values are computed/measured in this work. See Sections 2.2–2.4 for details.
a Stellar mass and age determined by interpolating the Y2 isochrones to match the measured stellar radii, effective temperature, and metallicity.
b Spectral type from SIMBAD.
c The measurements and associated errors are incommensurate for the two stars HD 146233 and HD 185395, likely caused from calibration errors. No measurement
averages are taken due to this.
d Bolometric flux from Huber et al. (2012).
References. (1) Baines et al. 2008; (2) Boyajian et al. 2012a; (3) Ligi et al. 2012; (4) Di Folco et al. 2004; (5) van Belle & von Braun 2009; (6) Thévenin et al. 2005;
(7) Davis et al. 2011; (8) Hanbury Brown et al. 1974; (9) Davis & Tango 1986; (10) Kervella et al. 2003a; (11) Mozurkewich et al. 2003; (12) Bigot et al. 2011;
(13) Chiavassa et al. 2012; (14) Nordgren et al. 2001; (15) Kervella et al. 2004; (16) von Braun et al. 2011b; (17) Creevey et al. 2012; (18) Kervella et al. 2003b; (19)
Bigot et al. 2006; (20) Bazot et al. 2011; (21) Huber et al. 2012; (22) Nordgren et al. 1999; (23) Crepp et al. 2012; (24) Baines et al. 2012.

Figure 5. New angular diameter measurements of exoplanet host stars compared
to previously published measurements from Baines et al. (2008), Baines et al.
(2009), and van Belle & von Braun (2009). We also show the agreement with
indirect diameter determinations using the surface brightness (SB) relation
(Lafrasse et al. 2010), spectral energy distribution (SED) fitting (Baines et al.
2008, 2009; van Belle & von Braun 2009), and the infrared flux method (IRFM;
Ramı́rez & Meléndez 2005; González Hernández & Bonifacio 2009; Casagrande
et al. 2010). Each of the four objects is identified with a vertical marker at the
top end of the plot. The dashed line indicates a 1:1 relation. See legend within
plot and Section 2.1 for details.
(A color version of this figure is available in the online journal.)

the data points smaller), to illustrate more clearly that only
the stellar metallicity is a contributing factor in the correlation
between the stellar mass and luminosity. Note that the masses
for the low-mass stars were derived using empirically based
mass–luminosity relations (as described in DT2), which are
currently independent of metallicity, whereas masses for the
higher mass stars described here were found by isochrone fitting,
with metallicity as a valid input parameter.

3. COLOR–TEMPERATURE RELATIONS

We use the full range of interferometrically characterized
stars to determine relations linking color index to effective tem-
perature. This sample consists of luminosity class V and IV

Figure 6. Histogram of metallicities for the stars with interferometrically
determined radii discussed in this work and presented in Table 3. See Section 3
for details.

Figure 7. H-R diagram on the luminosity–temperature plane for all stars in
Table 3 plus the collection of low-mass star measurements in DT2. The color
and size of the data point reflect the metallicity and linear size of the star,
respectively. See Section 2.3 for details.
(A color version of this figure is available in the online journal.)
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Figure 2. Difference between interferometric angular diameters and those derived via the IRFM (!θ = 1 − θ int/θ IRFM in per cent). The filled symbols
are for stars with interferometric diameters greater than 0.84 mas (threshold above which the scatter with respect to interferometry is minimized, cf. Fig. 3
and discussion in the text). The colours refer to the photometric systems implemented in the IRFM: Tycho2–SAAO in red, Johnson–Cousins–SAAO in blue
(abscissa values slightly shifted for clarity). Grey open circles are for stars from Huber et al. (2012) and the filled grey dot is for HD122563.

corrections in interferometric measurements (e.g. Allende Prieto
et al. 2002; Chiavassa et al. 2010), possibly bringing the two scales
in even closer agreement. Considering the systematics involved in
interferometric measurements (see also Section 5), one may actu-
ally argue that the reliability of the latest absolute fluxes (at the per
cent level; Bohlin 2007) and the solar twin calibration rival interfer-
ometry in setting the temperature scale. The offsets we find are in
fact at a level where also interferometric measurements are plagued
by systematics.

4.2 Comparing temperatures

The comparison in terms of directly measured angular diameters
is the most robust; comparison to interferometric temperatures is
less straightforward, for these involve an additional reconstruction
of the bolometric flux. As the flux derivation is independent in the
two approaches, the comparison between temperatures may intro-
duce additional noise and systematics. In particular, interferometric
papers often allow reddening as a free parameter in the fit of the
spectral energy distribution (e.g. van Belle & von Braun 2009 ;

Boyajian et al. 2012a), while for stars as nearby as those in our
sample, an assumption of negligible reddening is more appropriate.

Nonetheless, as it is customary for the various temperature scales
in the literature to be compared to interferometric Teff’s, in the bot-
tom panel of Fig. 3, we also perform this check for the stars in
Table 3 where literature reports interferometric temperatures along
with diameters (the majority). Reassuringly, the resulting temper-
ature offsets are consistent with the more direct comparison of di-
ameters in the previous section: the independent reconstruction of
Fbol in the two methods does not result in any significant systematic
differences.

4.3 Giants and the benchmark metal-poor case: HD122563

The increasing capabilities of interferometers are pushing the limit
to which angular diameters can now be measured, in particular using
optical beam combiners. Recently, Huber et al. (2012) measured
angular diameters < 0.7 mas for a number of stars with unsaturated
2MASS photometry; these stars are listed in the second part of
Table 3 and included in Figs 2 (grey open circles) and 3 (grey lines).
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Figure 4. Top panel: effective temperatures of Casagrande et al. (2011,
filled circles) and Holmberg et al. (2009, open circles) with respect to inter-
ferometric measurements of Boyajian et al. (2012a, black) and White et al.
(2013, purple). Bottom panel: weighted mean difference for stars in the top
panel as a function of the threshold above which interferometric angular
diameters are considered (TM-diagram). 1σ errors with respect to C11 are
included for comparison (grey dotted lines).

et al. (2012a) is null if restricting to θmin ≥ 1 mas, while when
all common stars are considered, GCSIII is about 100 K hotter.
This was indeed the claim in Boyajian et al. (2012a), and it would
consequently imply that the C11 scale is too hot by about 200 K,
which would be very surprising in view of the results in Section 4
for our SAAO sample, and the solar twins’ test. We note further
that the results of Boyajian et al. (2012a) for the famous solar twin
18 Sco (for which they obtain θ = 0.780 ± 0.017 mas, implying
R = 1.166 ± 0.026 R⊙ and Teff = 5433 ± 69 K) fits the systematic
trend highlighted in Fig. 4; while Bazot et al. (2011) with PAVO
measure θ = 0.676 ± 0.0062 mas and confirm the strictly solar
radius (R = 1.010 ± 0.009 R⊙), mass and Teff of this star.

It is clearly hard to objectively set a threshold above which the
comparison can be considered meaningful, and other interferomet-
ric measurements are required to gauge this problem. White et al.
(2013) highlight underestimated errors and systematic offsets in the
sample of Boyajian et al. (2012a). Both studies are carried out with
CHARA, but the latter uses the PAVO optical beam combiner in-
stead of Classic. PAVO allows us to probe the visibility curve at
higher spatial frequencies, which are needed to derive robust angu-
lar diameters (see fig. 3 in White et al. 2013). For one of the targets

in White et al. (2013), Ligi et al. (2012) independently confirm a
diameter significantly smaller, and thus a hotter Teff, than Boyajian
et al. (2012a). Considering the stars of White et al. (2013) in Fig. 4
shows no trends with diameter, as one would expect, and yields
good agreement of C11 with this particular interferometric set.

In retrospective, we stress that no trend is present in Fig. 3, based
on a compilation from literature (including Boyajian et al. 2012a,
refraining from its exclusion in the spirit of a blind sample), but
averaging over multiple measurements of the same star when avail-
able. We also remark that in Fig. 3 the scatter at all θmin is also much
lower than in Fig. 4, and excluding the data set of Boyajian et al.
(2012a) from Table 3 does not change significantly the conclusions
of Section 4.

The suspicion that there are systematic trends in the Boyajian
et al. (2012a) data set is further highlighted once the same compar-
ison is performed with respect to other measurements in literature
(see the caption of Fig. 5). Over a wide range of angular diameters,
this comparison shows a rather constant offset in effective temper-
ature (left-hand panel in Fig. 5). It also confirms the known offset
of about 80 K between GCSIII and C11, and it shows how the two
scales are compatible with interferometry within ±50 K or better,
on the cool and hot side, respectively. This is not entirely surprising,
now: the effective temperatures used for this comparison are in fact
all derived from the (b− y) colour. This Strömgren index was cali-
brated against Teff derived in a more direct way (the ‘parent scales’):
the IRFM in C11 and the di Benedetto (1998) surface-brightness
relation in GCSIII. We verified from over 70 common stars that
the parent scales differ by about 40 K. Consistently with the offsets
found in Section 4 for the IRFM, the di Benedetto (1998) scale
is in good agreement with interferometry, but on the cooler side
(−9 ± 22, σ = 108 K, for 25 of his stars with modern interfero-
metric data). Thus, the same must be true for effective temperatures
derived from their colour calibrations, but with important caveats.
We verified that on average the effective temperatures derived from
the (b− y) index are both excellent renditions of the corresponding
parent scales; although when considering a limited number of stars,
zero-point differences of a few tens of kelvin are possible (cf. also
Muñoz Bermejo, Asensio Ramos & Allende Prieto 2013). These
differences stem both from the fact that the colour relations are
not always a perfect rendition of the calibrating sample over the
full parameter space, as well as from the photometric errors asso-
ciated with measurements in each colour index. In particular, the
sensitivity of (b − y) to metallicity as well as its steep correlation
with Teff make this colour index less than optimal for discriminating
the zero-point of various effective temperature scales: a change of
only 0.010–0.015 mag in (b − y) corresponds to a shift of 100 K,
a change which can be as small as 0.007 mag if the joint effect
of metallicity is included. Thus, it is not surprising that in Fig. 5
the (b − y) effective temperatures of both GCSIII and C11 have a
somewhat different offset than expected from the parent scales (di
Benedetto or the direct IRFM comparison of Section 4).

Our tests show that the offsets derived for colour-calibrated tem-
perature scales are quite sensitive to the specific subsample of in-
terferometric stars considered for comparison, and we illustrate this
with a Monte Carlo simulation in the right-hand panel of Fig. 5. To
this purpose, we have run 2 × 106 different realization of the sample
used in the left-hand panel. For each realization we took a subsam-
ple random in number of entries. The plot shows the distribution
of the median and mean weighted average difference of GCSIII
and C11 with respect to these random interferometric subsamples.
Depending on the subsample considered, somewhat different zero-
point values are inferred from such a comparison. This together
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R. Ligi et al.: Radii, masses, and ages of 18 bright stars using interferometry and new estimations of exoplanetary parameters

Fig. 3. Upper panel: comparison between angular diameters measured
with VEGA and with other instruments. Bottom panel: estimation of
empirically determined angular diameters versus angular diameters
measured with VEGA. Dwarfs and subgiants stars are plotted in blue,
and giants and bright giants in red (see Sect. 3.3).

Fig. 4. Comparison between interferometric temperatures and tempera-
tures derived from SED. Dwarfs and subgiants stars are plotted with
blue diamonds, and giants and bright giants with red squares (see
Sect. 3.3).

We used the recently published PARSEC stellar models
(Bressan et al. 2012) to determine the masses and ages of the
18 stars. The details of these models are well documented in
Bressan et al. (2012), but here we give a brief summary. Models
are initiated on the pre-main sequence phase and evolve beyond

the horizontal branch, which is sufficient for our purposes. High
temperature opacity tables (OPAL, Iglesias & Rogers 1996) are
used in conjunction with those calculated from their own code
(Aesopus, Marigo & Aringer 2009) for lower temperatures. The
models make use of the FREEEOS code6 to calculate the equa-
tion of state, and the nuclear reaction rates comprise the p-p,
Ne-Na, and Mg-Al chains, the CNO cycle, and some alpha-
capture reactions.

Energy transport in the convective regions is described by the
mixing-length theory of Böhm-Vitense (1958), and the mixing-
length parameter found for the Sun is 1.74. Convective overshoot
from the convective core and below the convective envelope is
a variable parameter that depends on stellar mass and chemi-
cal composition. Microscopic diffusion is included following the
implementation of Salasnich (1999). The reference distribution
of heavy elements is given by Grevesse & Sauval (1998) except
for some species where the Caffau et al. (2011) ones are used,
and this gives a present solar metallicity of Z⊙ = 0.01524 and
Z⊙/X⊙ = 0.0207. A chemical enrichment law is derived from
the solar value using the primordial helium abundance (0.2485),
and this is given as Y = 0.2485 + 1.78Z. The approximation
[M/H] = log(Z/Z⊙) is used to determine the metallicity.

The isochrones span log(age) from 6.6 to 10.13 in steps of
0.01 and [M/H] from 0.5 to −0.8 dex in steps of ∼0.015. We
assume that [M/H] = [Fe/H] because no additional information
is available to differentiate them.

For this data to be appropriate, the points on one single
isochrone should not be separated on the H-R diagram by a large
distance compared to σL⋆ and σTeff,⋆ . As this is generally not the
case, we performed spline interpolations of each isochrone to
produce a refined table for each star around L⋆ and T⋆, except
for HD 1367 and HD 218560 due to their complex position on
the H-R diagram. For these two stars, we did not build any inter-
polation, which gives more consistent results.

4.1. Best fit (least squares)

To find the mass and age of a star, we perform a least squares
algorithm, looking for the parameter combination in our table
that minimizes the quantity:

χ2 =
(L − L⋆)2

σL⋆
2 +

(Teff − Teff,⋆)2

σTeff,⋆
2 +

([M/H] − [M/H]⋆)
σ[M/H]⋆

2 · (11)

Although not intrinsically degenerate (because the number of
constraints equals that of parameters to be determined given a
fixed set of parameters), this problem does not have a unique
solution, especially in some parts of the H-R diagram, where
the isochrones cross, so that a given luminosity and tempera-
ture may correspond to two stars of different ages and masses.
Typically, there is a young (<400 Myr) and an old (>400 Myr)
solution. This is described particularly well by Bonfanti et al.
(2015, Fig. 2), who also show that two solutions are possible
when also using the PARSEC tables, one in the Gyr range and
the other in the Myr range. They show that without knowledge
of the stellar mass, it is not possible to establish the evolutionary
stage of the star. Additional stellar properties may allow one to
rule out one of the two solutions (e.g. chromospheric activity,
Lithium abundance, gyrochronology, or independent measure of
the stellar mass, see discussion about HD 75732 below), but we

6 http://freeeos.sourceforge.net/
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giants have shown that the differences from simple linear limb-
darkening models are 1% or less in angular diameter for stars
with near-solar metallicity. For a moderately resolved star with
V 2 ∼ 0.5, a 1% change in angular diameter would arise from
a change of less than 1% in V2, which is less than our typical
measurement uncertainties.

The procedure used to fit the model and estimate the un-
certainty in the derived angular diameters was described by
Derekas et al. (2011). In summary, Monte Carlo simulations
were performed which took into account uncertainties in the
adopted wavelength calibration (0.5%), calibrator sizes (5%),
limb-darkening coefficients (see Table 5), as well as potential
correlations across wavelength channels. The resulting fitted an-
gular diameters of each target, corrected for limb darkening, are
given in Table 5. We also give the uniform-disk diameters in
Table 5, which were derived by setting µλ = 0 in Equation (1).

A few comments on our derived diameters are necessary.
First, one calibrator in our sample (HD 179124), which is the
main calibrator for HD 181420, was recently found to be a
rapidly rotating B star with v sin i = 290 km s−1 (Lefever et al.
2010). This introduces an extra uncertainty on the estimated
calibrator diameter. We have accounted for this by assuming
a 20% uncertainty in the calibrator diameter, which roughly
corresponds to the maximum change in the average diameter
expected for rapid rotators (Domiciano de Souza et al. 2002).
Second, a few of our target stars (e.g., HD 187637) are only
about 50% bigger in angular size than their calibrators. This
means that the uncertainties on the derived diameters will
be strongly influenced by the assumed uncertainties of the
calibrator diameters, which in our case are 5%. While such
an uncertainty is reasonable compared to the scatter in the
photometric calibrations (see, e.g., Kervella et al. 2004), the
diameter measurement itself will only be scientifically useful
if the uncertainty in the measured diameter is smaller than
the precision of indirect techniques. Further data at longer
baselines with smaller calibrators will be needed to reduce the
uncertainties for these targets.

Indirect techniques to estimate angular diameters include
surface brightness relations (see, e.g., van Belle 1999; Kervella
et al. 2004) and the infrared flux method (IRFM; see, e.g.,
Ramı́rez & Meléndez 2005; Casagrande et al. 2010). Figure 4
compares our measured angular diameters with predictions
using the (V − K) surface brightness relation for dwarfs and
subgiants of Kervella et al. (2004) and the IRFM method coupled
with asteroseismic constraints, as described in Silva Aguirre
et al. (2012). For the (V − K) relation, we have adopted a
1% diameter uncertainty for all stars (Kervella et al. 2004).
We find good agreement for all stars for both methods, with a
residual mean of −2 ± 2% and +2 ± 2% for (V −K) and IRFM,
respectively, both with a scatter of 5%. Our results therefore
seem to confirm that the relation of Kervella et al. (2004) is also
valid for red giants, as suggested by Piau et al. (2011), and that
combining the IRFM method with asteroseismic constraints, as
done by Silva Aguirre et al. (2012), yields accurate diameters
for both evolved and unevolved stars.

These tests of indirect methods are encouraging. We empha-
size that interferometry remains an important tool to validate
these methods for a wider range of evolutionary states, chemical
compositions, and distances. The (V −K) relation, for example,
is based on an empirical relation calibrated using nearby stars
that does not take into account potential spread due to differ-
ent chemical compositions, and is only valid for de-reddened
magnitudes. An illustration of the importance of using inter-

Figure 4. Fractional differences between angular diameters measured with
PAVO and diameters determined using the (V − K) surface brightness relation
of Kervella et al. (2004) (upper panel) and using the infrared flux method
with asteroseismic constraints, as described in Silva Aguirre et al. (2012)
(lower panel). Black diamonds show main-sequence and subgiant stars, and
red triangles show giant stars. HD numbers of each target are labeled in the
upper panel.
(A color version of this figure is available in the online journal.)

ferometry is HD 181827, which shows a significantly smaller
measured diameter than predicted from (V − K). This smaller
diameter is also in agreement with asteroseismic results, which
suggest a smaller radius (see Section 4.1).

3.3. Bolometric Fluxes

To estimate bolometric fluxes for our target sample, we first
extracted synthetic fluxes from the MARCS database of stellar
model atmospheres (Gustafsson et al. 2008). We used models
with standard chemical composition, with the microturbulence
parameter set to 1 km s−1 for plane-parallel models (unevolved
stars) and 2 km s−1 for spherical models with a mass of
1 M⊙ for red giants. We then multiplied the synthetic stellar
fluxes by the filter responses for the Johnson–Glass–Cousins
UBVRIJHKL, Tycho BTVT, and 2MASS JHKs systems and
integrated the resulting fluxes to calculate synthetic magnitudes
for each MARCS model. Filter responses and zero points were
taken from Bessell & Murphy (2012) (UBVRI, BTVT), Cohen
et al. (2003) (2MASS), and Bessell et al. (1998) (JHKL). We
note that synthetic photometry calculated using MARCS models
has previously been validated using observed colors in stellar
clusters (Brasseur et al. 2010; VandenBerg et al. 2010). To check
the influence of the chosen mass for the spherical models, we
have repeated the above calculations for typical red giant models
with Teff = 5000 K and log g = 2–3. The fractional differences
in the integrated flux for each filter for masses ranging from
0.5 to 5 M⊙ were found to be less than 0.5% in all bands, and
are therefore negligible for our analysis.

The amount of photometry in the literature for our sample is
unfortunately small. The targets are generally too faint to have
reliable magnitudes in the Johnson–Glass–Cousins system, and
they are too bright to have a full set of Sloan Digital Sky Survey
(SDSS) photometry in the KIC. To ensure consistency of our
bolometric fluxes, we only used photometry that is available
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P. Kervella et al.: The radii and limb darkenings of ↵Cen A & B

Fig. 3. Adjustment of a power law limb darkened disk model to the PIONIER squared visibilities of ↵Cen A (solid gray curve). The dashed gray
curve represents the best-fit uniform disk model. The bottom panels show the residuals of the fit in number of times the statistical error bar. The
coverage of the (u, v) plane is shown in the upper right corner.

Fig. 4. Power law limb darkened disk model fit and residuals for ↵Cen B (same caption as Fig. 3).

both ↵Cen A and B are very close for the power law and scaled
solar LD models, with a maximum di↵erence between them of
less than 0.1%. This agreement is expected as the LD angular
diameter is essentially constrained by the position in spatial fre-
quency of the minima of the visibility function, which are only
mildly a↵ected by the exact shape of intensity profile.

The two-parameter quadratic and square root models pro-
vide a very good fit to the observed visibility distributions for
↵Cen A. These models cannot be adjusted to star B because the
angular resolution is too limited. The fit residuals are indistin-

guishable from each other and from the single parameter models
(linear and power law). We conclude that the additional param-
eter of the quadratic and square root models does not provide a
significant advantage compared to single-parameter models, at
the level of angular resolution we achieved on ↵Cen A.

The four-parameter models with fixed coe�cients taken
from Claret & Bloemen (2011) overestimate the LD of both stars
A and B and therefore also overestimate their angular diameters.
We cannot fit the four model parameters ai simultaneously as
this would require that we resolve the stars up to at least the fifth

Article number, page 7 of 15

Kervella et al. 2017

α Cen A with Pionier/VLTI

SOME LIMITATIONS: LIMB-DARKENING
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A&A 567, A115 (2014)

Fig. 10. Top: Limb-darkened image (made using the law and coefficients
of Claret 2000) for AMBER instrument, together with three planet tran-
siting phases (black) for a star with the Sun stellar parameters. Bottom:
scatter plot of closure phases computed for the Sun with transiting plan-
ets using limb-darkening unidimensional models without granulation
(coloured symbols) versus closure phases of the corresponding RHD
simulation of Table 1 (black symbols). The dashed line indicates the
zero degree.

Table 6. Parameters for the starspots.

Spot 1 Spot 2 Spot 3 Spot 4

Size [% of stellar radius] 10.0 1.1 1.5 2.2
Temperature [K] 3800 3900 4100 3900

Longitude [◦] −45. 10. 30. −10.

should be observed at high spatial frequencies by accumulating
observations on closure phases at short and long baselines.

We explored the impact of convection on interferometric
planet signature for three prototypes of planets with sizes cor-
responding to one hot Jupiter, one hot Neptune, and a terres-
trial one. Considering three particular planet transition phases,
we compared the closure phases of the star with the transit-
ing planet and the star alone. The signature of the transiting
planet on the closure phase is mixed with the signal due to the
convection-related surface structure, but it is possible to distin-
guish it at particular wavelengths (either in the infrared or in
the optical). It can be achieved by measuring the closure phases

Fig. 11. Top panel: synthetic stellar disk image of the Sun (Table 1) for
the MIRC instrument with four darker starspots (see text) and param-
eters reported in Table 6. Central panel: scatter plot of closure phases
computed for the Sun with starspots (black stars) and for the Sun (red
triangles). Bottom panel: same as in bottom left panel but for the Sun
with transiting planets.

A115, page 12 of 13

Chiavassa et al. 2014

GJ504, Bonnefoy et al. 2018 using 
COMETS code  (Ligi et al. 2015)

Effects of spots on the visibility curve  
could change the diameter.
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M. Bonnefoy et al. : The GJ504 system revisited

system properties based on interferometric measurements, high
contrast imaging observations obtained with VLT/SPHERE, and
existing and new RV data. We present the observations and the
related data processing in Section 2. We derive a new age esti-
mate for the system in Section 3. We analyse the companion pho-
tometric properties following an empirical approach (Section 4)
and using atmospheric models (Section 5). The Section 6 sum-
marizes the mass estimates of GJ504b that can infered from the
analysis presented in the previous sections. We exploit in Sec-
tion 7 the companion astrometry, the RV measurements, and the
interferometric radius of GJ 504A to study the system architure.
We discuss our results in Section 8 and summarize our findings
in Section 9.

2. Observations

2.1. SPHERE high contrast observations

We observed GJ 504 on seven di↵erent nights with the SPHERE
instrument mounted on the VLT/UT3 (Table 1) as part of the
guaranteed time observation (GTO) planet search survey SHINE
(Chauvin et al. 2017). All the observations were acquired in
pupil-tracking mode with the 185mas diameter apodized-Lyot
coronograph (Carbillet et al. 2011; Guerri et al. 2011).

The target was observed on May 6, 2015, June 3, 2015,
March 29, 2015, and February 10, 2017 with the IRDIFS mode
of SPHERE. The mode enables operating the IRDIS instrument
(Dohlen et al. 2008) in dual-band imaging mode (DBI; Vigan
et al. 2010) with the H2H3 filters (Table 1), and the IFS inte-
gral field spectrograph (Claudi et al. 2008) in Y-J (0.95-1.35µm,
R� = 54) mode in parallel. The companion lies inside the circu-
lar field of view (FOV) of ⇠5” radius. It is however outside of
the 1.7”⇥1.7” IFS FOV.

We obtained additional observations with the IRDIFS_EXT
mode on June 5, 2015. The mode enables DBI with the K1K2
filters (Table 1) and the simultaneous use of the IFS in the Y-H
mode (0.95-1.64µm, R� = 30). GJ 504 was then re-observed on
June 6, and 7, 2015 with IRDIS and the DBI Y2Y3 and J2J3
filters (Table 1).

We collected additional calibration frames with the wa✏es
pattern created by the deformable mirror for the May and June
2015 epochs. Those frames were used to ensure an accurate reg-
istration of the star position behind the coronagraph. The wa✏e
pattern was maintained during the whole sequences of 2016 and
2017 IRDIFS observations to allow a registration of the individ-
ual frames along the deep imaging sequence. We also collected
non saturated exposures of the star before and after the sequence
of coronographic exposures for astrometric and photometric ex-
traction of point sources.

The IRDIS and IFS datasets were reduced at the SPHERE
Data Center (DC; Delorme et al. 2017b) using the SPHERE Data
Reduction and Handling (DRH) pipeline (Pavlov et al. 2008).
The DRH carried out the basic corrections for bad pixels, dark
current, and flat field. The DC performed an improved wave-
length calibration, a correction of the cross-talk, and removal of
bad pixels for the IFS data (Mesa et al. 2015). It also applied the
anamorphism correction to the IRDIS and IFS data. We regis-
tered the frames fitting a two-dimentional mo↵at function to the
wa✏es.

We temporally binned some of the registered cubes of IRDIS
frames to ensure we could run the ADI algorithms e�ciently
(bining factors of 2, 4, and 8 for the K1K2, J2J3, and Y2Y3 data;
factors of 7 and 2 for the May 2015 and June 2015 H2H3 data).
We also selected the resulting IFS datacubes based on the flux

Fig. 1. High contrast images of the immediate environnement of
GJ 504A obtained with the DBI filters of IRDIS and using the TLOCI
angular di↵erential imaging algorithm. The star center is located at the
lower-left corner of the images. GJ 504b is re-detected (arrow) into the
Y2, Y3, J3, H2, and K1 bands. The companion is tentatively re-detected
in the H3 channel. The H2-H3 images correspond to the May 2016 data.

ratio between and an outer and an inner ring contained within
the adaptive optics (AO) correction radius to ensure keeping the
frames with the best contrasts beyond the 1.7" square FoV. Con-
versely, we selected 80% (H2H3, K1K2, J2J3 datasets) to 60%
(Y2Y3 dataset) of the frames having the less extended halo be-
yond the AO correction radius where GJ 504b lies (between 19
and 26 full-width-at-half-maxima).

The absolute on-sky orientation of the instrument and the
detector pixelscale were calibrated as part of a long-term moni-
toring conducted during the GTO (Maire et al. 2016a,b).

We used the Specal pipeline (Galicher et al., in prep.) to
apply the angular di↵erential imaging (ADI; Marois et al. 2006)
steps on the IRDIS data. We applied the Template Locally Opti-
mized Combination of Images algorithm (TLOCI; Marois et al.
2014) to extract the photometry and astrometry of the compan-
ion and to derive detection limits. The algorithm has been shown
to extract the flux and position of such companions with a high
fidelity (Chauvin et al, in prep). We also used the Principal Com-
ponent Analysis (PCA; Soummer et al. 2012) implemented in
Specal and ANDROMEDA (Cantalloube et al. 2015) algorithms
to confirm our results. We processed the IFS data with a cus-
tom pipeline exploiting the temporal and spectral diversity (Vi-
gan et al. 2015). The pipeline derived detection limits following
the estimation of the flux losses based on the injection of fake
planets with flat spectra. The sensitivity curves account for the
small-number statistics a↵ecting the noise estimates at the inner-
most working angles (Mawet et al. 2014).

The Y3, J3, H2, and K1 filter sample the main emission
peaks of cold companions ("on-channels") while the central
wavelengths of the Y2, J2, H3, and K1 filters are chosen to sam-
ple the molecular absorptions. The companion is therefore re-
detected in the "on" chanels with S/N ranging from 10 to 46
(Figure 1). We also re-detect the object into the Y2 (�Y2 =
16.71±0.16 mag) channel at a lower S/N (of 7). To conclude, we
also tentatively re-detect the object in the H3 band in the May
2016 data, which are the deepest ones obtained on the system
with SPHERE. We considered it as an upper limit in the Sec-
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IRDIS & IFS images (SPHERE/VLT),  SHINE survey  
Bonnefoy et al. 2018

GJ504 
G0V bright star  
High metallicity  
High activity 

One companion detected at 
43.5 au (SEEDS survey) 
First jovian planet resolved 
around a solar-type star 

Mass of the companion? 
Strongly depends on the  
age of the star!
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Figure 1: Isochrone set by Bressan et al. (2012, MNRAS 427, 127) for ages 100, 400, 700 Myr and 1,
2, 3, 4 Gyr for the metallicity of GJ 504 ([Fe/H]=+0.1) in the B-V vs MV plane (left panel) and logg
vs Teff (right panel). In the left-hand panel we overplot the observed parameters for GJ 504 (adopting
the high-accuracy trigonometric parallax by van Leuween 2007). We show in the middle panel the
results of several spectroscopic analyses: red circle: FC2015; black circle: our independent spectroscopic
analysis based on FEROS spectra; green circle: Valenti & Fischer 2005; blue circles: other high-quality
spectroscopic analysis from the literature. The analysis by Valenti & Fischer was taken as reference
by K2013 to show the consistency between the young rotation/activity age and the isochrone fitting.
However, as also discussed in FC2015 the figure shows that a gravity of 4.6 is unphysical for this kind
of object and then the analysis by Valenti & Fischer is not self- consistent, possibly because of the high
activity level of GJ 504. Right-hand panel: Rotation period vs B-V for GJ 504 (black filled circle)
compared to the rotation period of the members of Hyades open cluster (red circles, age 625 Myr) and
of Pleiades open cluster (green squares, age 125 Myr). Similar results are obtained for chromospheric
and coronal emission and support a young age as derived from these indicators.

Figure 2: COND models by Baraffe et al. (2003) in comparison to the MH = 18.92±0.14 absolute
magnitude of GJ 504b given by the blue horizontal bar. Dark and light shading denote the mass
regimes for BDs and planets. The cases of a 4 MJup young planetary companion derived by K2013 and
the 25 MJup brown dwarf mass for a rather old system of about solar age are explicitly given (from
FC2015).

3a.

~4 MJup 

 
160 Myr 

(Kuzuhara et al. 2013) 

~25 MJup 

 
4.5 Gyr 

(Fuhrmann & Chini 2015) 

Fuhrmann & Chini (2015)

 
Kazuhara et al. (2013)  
➔ 4 MJup, 160 Myr 
(rotational period, activity) 
 
Fuhrmann & Chini (2015)  
➔ 25 MJup, 4.5 Gyr 
(high-resolution spectroscopy) 
 
d’Orazi et al. (2017)  
➔ BD, 2.5 Gyr 
(differential spectroscopy) 

Bonnefoy et al. (2018) 
➔ 1.3 Mjup (21 Myr) or 23 Mjup  
(4 Gyr) 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mer et al. (2016) to compute the L_NB6, L_NB7, and L_NB8
flux densities. Table 3 summarizes the companion apparent mag-
nitudes and flux densities used in that study.

2.2. Radial velocity

We obtained 38 spectra between March 31, 2013 to May 23,
2016 with the SOPHIE spectrograph (Bouchy & Sophie Team
2006) mounted on the OHP 1.93m telescope. The spectra cover
the 3872-6943 Å range with a R⇠75 000 resolution. The data
were reduced using the Software for the Analysis of the Fourier
Interspectrum Radial velocities (SAFIR, Galland et al. 2005).
From the fit of the cross-correlation function, we derive a v.sin i

of 6.5± 1 km/s, in agreement with the value reported in D’Orazi
et al. (2017b). The data reveal radial velocity variations with am-
plitudes greater than 100m/s that we model in Section 8.1.2. The
SOPHIE data are not enough to measure precisely the period of
the variations but they are compatible with the star rotation pe-
riod measured by Donahue et al. (1996). To complement the SO-
PHIE data, we also used 57 archival RV data from the long-term
monitoring of the star obtained as part of the Lick planet search
survey. They span from June 12, 1987 to February 2, 2009 (Fis-
cher et al. 2014).

2.3. Interferometry

We observed GJ504 on 2017 June, 23rd, 24th and, 25th with the
VEGA instrument (Mourard et al. 2009) at the CHARA inter-
ferometric array (ten Brummelaar et al. 2005; Ligi et al. 2013).
We used the VEGA medium spectral resolution mode (⇠6000)
and selected three spectral bands of 20 nm centered at 550, 710
and 730 nm. We recorded 7 datasets with the E2W1W2 tele-
scope triplet, allowing us to reach baselines spanning from about
100 m to 220 m. Each target observation of about 10 minutes
is interspersed with observations of reference stars to calibrate
the instrumental transfer function. We used the JMMC Search-
Cal3 service (Bonneau et al. 2006) to select calibrators bright
and small enough, and close to the target: HD 110423 (whose
angular diameter in R band equals 0.250 ± 0.007 mas according
to Bourges et al. (2017)) and HD 126248 (0.362 ±0.011 mas).

We used the standard VEGA data reduction pipeline
(Mourard et al. 2009) to compute the calibrated visibility
squared of each measurement. Those visibilities were fitted with
the LITpro4 tool to determine a uniform-disk angular diameter
✓UD = 0.685 ± 0.019 millisecond of arc (mas). We used the
Claret tables (Claret & Bloemen 2011) to determine the limb-
darkened angular diameter ✓LD = 0.71 ± 0.02 mas using a lin-
ear limb-darkening law in the R band for an e↵ective temper-
ature ranging from 6000 and 7000 K. Assuming a parallax of
56.95 ± 0.26 mas (van Leeuwen 2007b), we deduced a radius of
R = 1.35 ± 0.04 R� for GJ 504A.

3. Revised stellar properties

We compared the radius and the star luminosity derived in
Appendix A to the PARSEC isochrones (Bressan et al. 2012) for
a Z = 0.024 (Figure 2) corresponding to the [Fe/H]=0.22 ± 0.04
dex of GJ 504A (D’Orazi et al. 2017b). The tracks were
generated using the CMD3.0 tool5. The 1-� uncertainty on L

and R are consistent with two age ranges for the system: 21 ± 2
3 www.jmmc.fr/searchcal
4 www.jmmc.fr/litpro_page.htm
5 http://stev.oapd.inaf.it/cgi-bin/cmd

Fig. 2. Position of GJ504 in the Hertzsprung-Russell diagram. The con-
straints on the fundamental parameters are indicated by the 1�-error
box (log(L/L�), R/R�). Isochrones for [Fe/H] = 0.2 dex (Z = 0.024,
Y = 0.29) are overplotted in blue lines for the old age solution, and in
purple for the young age solution.

Myr and 4.0 ± 1.8 Gyr, according to these models. We also
infer a new mass estimate of 1.10-1.25 M� for the star. These
isochronal ages are inconsistent with the intermediate values
reported in Kuzuhara et al. (2013). The old age range overlap
with the one reported in Fuhrmann & Chini (2015) and D’Orazi
et al. (2017b). The young age estimate had been neglected
in D’Orazi et al. (2017b). We re-investigate below how our
estimates fit with the other age indicators in the light of the
measured metallicity of the host-star (D’Orazi et al. 2017b) and
recent work on clusters.

The Barium abundance is known to decrease with the stel-
lar age (e.g., D’Orazi et al. 2009; Biazzo et al. 2017). The
one of GJ 504A ([Ba/Fe] = �0.04 ± 0.01 ± 0.03dex; D’Orazi
et al. 2017b) is compatible with those of thin disk stars (Del-
gado Mena et al. 2017). It is clearly at odds with the one derived
for 10-50 Myr stars in associations and clusters (D’Orazi et al.
2009; De Silva et al. 2013; Reddy & Lambert 2015; D’Orazi
et al. 2017a). The kimematic of GJ 504 is also known to be in-
consistent with the one of young moving groups and young open
clusters (Kuzuhara et al. 2013; D’Orazi et al. 2017b) which are
the only groups of young stars with distances compatible with
the one of GJ 504A. Stars from young nearby associations and
from young clusters (<150 Myr) are generally restricted to low
metallicity values while GJ 504A has a super solar metallicity
(e.g. D’Orazi & Randich 2009; Biazzo et al. 2012; Spina et al.
2017; Biazzo et al. 2017). The Hyades super-cluster is the clos-
est group to GJ 504A of metal-rich stars. But the kinematics of
GJ 504A is incompatible with those stars, in particular the V
heliocentric space velocity (Montes et al. 2001) and the ages of
those clusters are in any case at odds with those infered from the
tracks.

D’Orazi et al. (2017b) report stellar ages of 440 Myr and
431 Myr from the log R’HK and log LX/Lbol of GJ 504A using
the Mamajek & Hillenbrand (2008) calibrations. The R’HK in-
dex of GJ 504A (-4.45 dex; Radick et al. 1998) is in fact still
compatible with those of some late-F/early-G stars (HIP 490,
HIP 1481) from the Tucana-Horologium association (45±4 Myr
Mamajek & Hillenbrand 2008; Bell et al. 2015) and may also re-
side within the envelop of values of Sco-Cen stars (11-17 Myr
Chen et al. 2011; Pecaut et al. 2012). The R’HK is also com-
patible with an age younger than 1.45 Gyr set by the activity
of the open cluster NGC 752. That upper limit is not consis-
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Interferometric measurements  
to refine the isochronal age: 
 VEGA/CHARA: 0.71±0.02 mas  

But still compatible with 2 isochronal ages: 
 21±2 Myr 
 4.0±1.8 Gyr

• Scatter in the Teff,★ determination, thus the age. 
• GJ504 A is an active, rapid rotator,  thus spots can be found at its surface. 
➔ Effects of spots? Could affect L★ and Teff,★ 
 
Results: 

• Due to the dispersion of the interferometric measurements, spot should not affect the 
measured angular diameter. 

• Possible spots either too small (p=7%) or too big (p=22%) to be compatible with the bias 
in  Teff,★.
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COMPARING MODELS AND MEASUREMENTS: THE EXAMPLE OF 55 CNC
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• Using the stellar density + interferometric radius: M★ = 0.96 ± 0.067 M⦿  

• Still, different parameters in the model → different, inconsistent masses for the 
young solution: CES2MO (Lebreton & Goupil 2014) gives M★ from  

0.950 ± 0.015 to 0.989 ± 0.020 M☉

See talk A. Crida
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A large program for: 
• interferometric measurements of 

angular diameters of stars compatible 
with PLATO/TESS/CHEOPS →brights 
stars 
(mag~8, then 9) 

• improving SBC relations→ faint stars 
• imaging stellar surfaces → effects of 

activity, rotations…

θ>0.7 mas

θ>0.2 mas

THE SPICA PROJECT
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A large program for: 
• interferometric measurements of 

angular diameters of stars compatible 
with PLATO/TESS/CHEOPS →brights 
stars 
(mag~8, then 9) 

• improving SBC relations→ faint stars 
• imaging stellar surfaces → effects of 

activity, rotations…

Requirements: 
• Coverage of class I-V and spectral types 

OBAF + K-IV/V et M-IV/V 
• Host stars ans seismic stars 
• Expected to measure the limb-darkening 
• Taking into account stellar activity 
• Precision of ~1% on diameters and SBC 

relations

θ>0.7 mas

θ>0.2 mas

THE SPICA PROJECT
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A large program for: 
• interferometric measurements of 

angular diameters of stars compatible 
with PLATO/TESS/CHEOPS →brights 
stars 
(mag~8, then 9) 

• improving SBC relations→ faint stars 
• imaging stellar surfaces → effects of 

activity, rotations…

Requirements: 
• Coverage of class I-V and spectral types 

OBAF + K-IV/V et M-IV/V 
• Host stars ans seismic stars 
• Expected to measure the limb-darkening 
• Taking into account stellar activity 
• Precision of ~1% on diameters and SBC 

relations

θ>0.7 mas

θ>0.2 mas

Use of AO recently installed on CHARA  
+ 

6 telescopes at the same time

THE SPICA PROJECT
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Often, many techniques needed to characterise an exoplanetary system 
Interferometry brings information at several levels (radius, age…) 

In the (near) future…  
More targets accessible with high angular resolution 
Complementarity between instruments/spatial missions 
 
➔ Better characterisation case by case: composition, habitability. 
➔ Better global view: link between planetary parameters and formation 
mechanisms  
➔ Characterisation of faint stars will become possible (refine empirical 
relations)

CONCLUSION
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THANK YOU FOR YOUR ATTENTION!
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