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Astrophysical detection of the helium hydride ion 
HeH+
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Christophe Risacher1,5 & Jürgen Stutzki3

During the dawn of chemistry1,2, when the temperature of the young 
Universe had fallen below some 4,000 kelvin, the ions of the light 
elements produced in Big Bang nucleosynthesis recombined in reverse 
order of their ionization potential. With their higher ionization 
potentials, the helium ions He2+ and He+ were the first to combine 
with free electrons, forming the first neutral atoms; the recombination 
of hydrogen followed. In this metal-free and low-density environment, 
neutral helium atoms formed the Universe’s first molecular bond in 
the helium hydride ion HeH+ through radiative association with 
protons. As recombination progressed, the destruction of HeH+ 
created a path to the formation of molecular hydrogen. Despite its 
unquestioned importance in the evolution of the early Universe, the 
HeH+ ion has so far eluded unequivocal detection in interstellar space. 
In the laboratory the ion was discovered3 as long ago as 1925, but only 
in the late 1970s was the possibility that HeH+ might exist in local 
astrophysical plasmas discussed4–7. In particular, the conditions in 
planetary nebulae were shown to be suitable for producing potentially 
detectable column densities of HeH+. Here we report observations, 
based on advances in terahertz spectroscopy8,9 and a high-altitude 
observatory10, of the rotational ground-state transition of HeH+ at a 
wavelength of 149.1 micrometres in the planetary nebula NGC 7027. 
This confirmation of the existence of HeH+ in nearby interstellar space 
constrains our understanding of the chemical networks that control 
the formation of this molecular ion, in particular the rates of radiative 
association and dissociative recombination.

The planetary nebula NGC 7027 seems a natural candidate for a 
search for HeH+: the nebula is very young (with a kinematic age of 
only 600 years)11, and its shell of released stellar material is still rather 
compact and dense. The central star is one of the hottest known (with 
an effective temperature, Teff, of some 190,000 K) and is very luminous 
(with a luminosity of 1.0 × 104 L⊙, where L⊙ is the luminosity of the 
Sun)12. Under these conditions, the Strömgren spheres that are created 
by the hard intense radiation field of the nebula’s central hot white 
dwarf are not yet fully developed, and the radiation field drives ioniza-
tion fronts into the molecular envelope. The He+ Strömgren sphere will 
extend slightly beyond the H+ zone, and it is in this thin overlap layer 
that HeH+ will be produced. Detailed calculations13 led to predictions 
for the intensities of the v = 1–0 R(0) and P(2) rotational–vibrational 
transitions in the near-infrared; however, these predictions have not 
been confirmed, despite deep searches14,15. Observations16 with the 
Infrared Space Observatory (ISO)’s Long Wavelength Spectrometer 
of the pure rotational J = 1–0 ground-state transition at 149.137 µm 
(where J is total angular momentum) were impaired by the limited 
resolving power of the spectrometer (∆λ = 0.6 µm), which did not 
allow the HeH+ transition to be separated from the nearby Λ-doublet 
of the methylidyne radical (CH) at 149.09 µm and 149.39 µm.

Very debatable tentative detections of HeH+ have been reported in 
the envelope of the supernova SN 1987A17 and in a high-redshift qua-
sar18, but all are unconfirmed and are suggested to be considered as 
upper limits. This lack of direct evidence of the very existence of the 
molecule has called into question our understanding of the underlying 

reaction networks19,20 in local plasmas, and might ultimately invalidate 
present models of the early Universe.

The deployment of the German Receiver for Astronomy at Terahertz 
Frequencies (GREAT)9 heterodyne spectrometer on board the 
Stratospheric Observatory for Infrared Astronomy (SOFIA)10 has now 
opened up new opportunities. Although the HeH+ J = 1–0 transition at 
149.137 µm (2010.183873 GHz; ref. 21) cannot be observed from ground-
based observatories, skies become transparent during high-altitude 
flights with SOFIA. The latest advances in terahertz technologies have 
enabled the operation of the high-resolution spectrometer upGREAT22 at 
frequencies above 2 THz, allowing the HeH+ J = 1–0 line to be targeted. 
The resolving power of this heterodyne instrument, λ/∆λ ≈ 107, permits 
the HeH+ J = 1–0 line to be distinguished unambiguously from other, 
nearby spectral features such as the CH Λ-doublet mentioned previously.

During three flights in May 2016, the telescope was pointed towards 
NGC 7027 (the total on-target integration time was 71 min). Weak 
emission in the HeH+ J = 1–0 line was clearly detected (Fig. 1), as was 
emission from the nearby CH doublet. Notably, the lines are well sepa-
rated in frequency (Extended Data Fig. 1). The velocity profile of the 
HeH+ line matches nicely that of the excited CO J = 11–10 transition, 
which was observed in parallel. The velocity-integrated line brightness 
temperature, ∫Tmb dv = 3.6 ± 0.7 K km s−1, corresponds to a line flux of 
1.63 × 10−13 erg s−1 cm−2. Because the 14.3″ half-power beam response of 
upGREAT includes most of the NGC 7027 ionized gas sphere, this result 
will be close to the total HeH+ flux emitted in the J = 1–0 line. The flux is 
somewhat higher than the upper limit (1.26 × 10−13 erg s−1 cm−2) assigned 
to any residual HeH+ contribution in the ISO observations, in the attempt16 
to separate the line from its blend with the CH doublet (see Extended Data 
Table 1 for the fluxes observed with upGREAT during this experiment).

We have modelled the HeH+ abundance across NGC 7027. We approx-
imated the nebula as a constant-pressure, spherically symmetric shell, 
and adjusted the pressure to obtain a Strömgren sphere of angular radius 
4.6″—the geometric mean deduced from the 1.4 GHz radio continuum 
image23. We adopted a stellar luminosity of 1.0 × 104 L⊙, a stellar effective 
temperature of 1.9 × 105 K (ref. 12), a source distance of 980 parsecs11, 
and a He abundance of 0.12 relative to H. Using the CLOUDY photoion-
ization code24, we calculated profiles of temperature and density (for H, 
He+ and electrons) as a function of position across the shell (Fig. 2). The 
mean electron density within the ionized shell is 4.9 × 104 cm−3, and that 
in the H/He+ overlap layer is roughly 2 × 104 cm−3.

We then computed the equilibrium abundance of HeH+, including 
the three reactions identified as being important in the layers in which 
HeH+ is most abundant7,13:

ν+ → ++ + hHe H HeH (1)

+ → ++ −eHeH He H (2)

+ → ++ +HeH H H He (3)2
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We confirm the conclusion reached previously13 that, in the plane-
tary nebula environment, the reaction He + H+ → HeH+ + hν—which 
dominates HeH+ formation in the early Universe—can be neglected, 
as can the reaction H2

+ + He → HeH+ + H (hν is the photon energy). 
Moreover, we confirm that the photodissociation of HeH+ is slow com-
pared with reactions (2) and (3) in the region in which the HeH+ emis-
sion arises, and can therefore also be neglected. For the reactions (1), (2) 
and (3), we critically reviewed the most recent available estimates for the 
rate coefficients, as detailed in Extended Data Table 2. Published values 
for the rate coefficient k1 for the radiative association reaction (reaction 
(1)) vary widely; here we adopt a value of 1.4 × 10−16 cm3 s−1, based on 
the most recently published cross-section25. Experimental studies26,27 
of the dissociative recombination reaction (reaction (2))—involving 
measurements of the cross-section at energies up to 40 electronvolts 
(eV)—derive values for the thermal rate coefficient (k2) that are plainly 
inconsistent with the cross-sections presented in that same study. A 
reanalysis26 of those measurements yields k2 = 3.0 × 10−10 cm3 s−1 (at 
a kinetic temperature of 104 K)—a value that is much smaller than that 
originally inferred from the measurements. To compute the emissivity 
of the HeH+ J = 1–0 transition, we made use of recent estimates for 
the rate coefficients for electron-impact excitation28. At the densities of 
relevance to NGC 7027, collisional de-excitation can be neglected, and 
the J = 1–0 emissivity is determined by the total rate of excitation from 
J = 0 to all states with J > 0, for which we obtain a value of 2.8 × 10−7 
(T/104 K)–0.5 cm3 s−1 (where T is the temperature).

Given the rate coefficients discussed above, our model predicts an 
integrated main-beam brightness temperature of 0.86 K km s−1, a 
factor of roughly four below the value we observe. The most uncer-
tain of the rate coefficients is probably k1; if we take the approach 
of adjusting its value to fit the observed line intensity, we obtain 
k1 = 6.0 × 10−16 cm3 s−1. Figure 2 shows the results obtained using 
this value. As expected, the production of HeH+ peaks sharply in the 
He+/H overlap layer, reaching a peak abundance relative to H nuclei of 
4.0 × 10−8. The column density from the centre to the edge of the neb-
ula is 2.4 × 1012 cm−2; the total line flux emitted by NGC 7027 in the 
J = 1 − 0 transition, based on the model, is 2.1 × 10−13 erg s−1 cm−2. 
For the infrared rovibrational lines, we compute fluxes that are consist-
ent with previous nondetections. For the v = 1–0 R(0) line, observed 
using a circular aperture of 8″ that did not fully encompass the source14, 
the predicted flux of 1.3 × 10−14 erg s−1 cm−2 is roughly three times 
less than the observed upper limit. For the v = 1–0 P(2) line, the flux 

predicted in a 0.87 × 10.3″ slit is 5.9 × 10−15 erg s−1 cm−2, comparable 
to the reported15 upper limit of 5 × 10−15 erg s−1 cm−2.

Comparing the observed J = 1–0 flux with the predictions of our 
excitation model in the well constrained physical environment of the 
NGC 7027 nebula casts light on the relative importance of the different 
mechanisms for the formation and destruction of the helium hydride 
ion, and in particular constrains the radiative association rate (reac-
tion (1)) and the dissociative recombination rate (reaction (2)). In view 
of the large discrepancies reported in the literature, and because our 
model based on the latest cross-sections underpredicts the observed 
line fluxes, our findings may stimulate further studies of these reac-
tions (and of the corresponding radiative association of He and H+ 
that dominates under the conditions of the early Universe). The vali-
dation of these uncertain values by our astronomical measurements is 
limited by the relative simplicity of our physical model for the source; 
as in previous modelling efforts12, we have approximated an elongated 
nebula as being spherically symmetrical. Future non-spherically sym-
metrical models could refine our estimates, but are beyond the scope 
of this study.

Although HeH+ is of limited importance on Earth today, the chem-
istry of the Universe began with this ion. The lack of definitive evi-
dence for its very existence in interstellar space has been a dilemma 
for astronomy. The unambiguous detection reported here brings a dec-
ades-long search to a happy ending at last—a success that has become 
possible thanks to maturing terahertz technologies (incorporated in the 
upGREAT instrument) and the timely availability of the unique SOFIA 
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Fig. 1 | Spectrum of the HeH+ J = 1−0 ground-state rotational 
transition, observed with upGREAT onboard SOFIA pointed towards 
NGC 7027. ‘Contaminating’ emission from the nearby but well separated 
CH Λ-doublet has been removed from the data (see Methods for details 
of data processing). The spectrum has been rebinned to a resolution 
of 3.6 km s−1 (24 MHz). For comparison, the CO J = 11–10 line is 
superimposed (at a spectral resolution of 0.58 km s−1); this transition was 
observed in parallel and probes the dense inner edge of the molecular 
envelope near the ionization front from which the HeH+ emission is 
expected to originate. Tmb, main-beam brightness temperature. The grey 
shading shows the area above and below the zero line for each spectral 
channel.
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Fig. 2 | Temperature and density profiles for NGC 7027, as  
predicted by our astrochemical model for this source. The bottom panel 
presents an expanded view of the top panel. The model  
assumes a dissociative recombination rate (reaction (2)) of 
k2 = 3.0 × 10−10 (T/104 K)−0.47 cm3 s−1 (see Extended Data Table 2), and 
a radiative association rate (reaction (1)) of k1 = 6.0 × 10−16 cm3 s−1, 
adjusted to fit the observed J = 1–0 line intensity. T, temperature; n, 
density.
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Collisional data

• Interpreting a spectra requires to solve:
– the radiative transfer
– the statistical equilibrium

• Molecular data:
– energies of levels
– radiative rates (s-1)
– collisional rate coefficients (cm3s-1)



Colliding partners in the ISM

particle CO(j) + e- à CO(j’) + e-

atom CO(j) + H à CO(j’) + H

atom CO(j) + He à CO(j’) + He

molecule CO(j) + H2(j2) à CO(j’) + H2(j2’)



Rotational energy transfer

• Cross sections and rate coefficients

– heavy particles σ ~ 10 Å2 k ~ 3*10-11 cm3s-1

– electrons σ ~ 3000 Å2 k ~ 10-6 cm3s-1

• Collision timescales (<< chemistry in general)

– heavy particles t ~ 1 week (dense ISM)

– electrons t ~ 1 year (diffuse ISM)



I. COLLISIONAL EXCITATION



Methods
• Scattering theory

– Electronic Schrödinger equation (CCSD(T)/CBS)
– Nuclei dynamics

• Quantum close-coupling method
• Classical, mixed quantum/classical or statistical methods

– Loreau, Lique, Faure ApJL (2018)

• Experiment
– Crossed molecular beams (relative cross sections)
– Double resonance (absolute rate coefficients)
– Raman spectroscopy
– Pressure broadening



Appearance of Low Energy Resonances in CO–Para-H2 Inelastic Collisions

Simon Chefdeville,1,2 Thierry Stoecklin,1,2 Astrid Bergeat,1,2 Kevin M. Hickson,1,2
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We report on crossed-beam experiments and quantum-mechanical calculations performed on the

COðj ¼ 0Þ þ H2ðj ¼ 0Þ! COðj ¼ 1Þ þ H2ðj ¼ 0Þ system. The experimental cross sections determined

in the threshold region of the COðj ¼ 0! j ¼ 1Þ transition at 3:85 cm% 1 show resonance structures in good

qualitative agreement with the theoretical ones. These results suggest that the potential energy surface which

describes the CO-H2 van der Waals interaction should be reinvestigated for good quantitative agreement.

DOI: 10.1103/PhysRevLett.109.023201 PACS numbers: 34.50.Ez, 34.10.+x, 37.20.+j

Shape resonances, also called orbiting resonances in
elastic or inelastic collision processes, are associated
with quasibound states trapped behind the centrifugal
barrier within the shallow potential well which results
from the weak van der Waals interaction of the colliding
partners as they approach [1]. They correspond to particu-
lar quantum-scattering states, or partial waves, each char-
acterized by a fixed value of total angular momentum J
which is conserved throughout the collision. The presence
of resonance structures may be revealed by sharp enhance-
ments of the integral cross section when the collision
energy of the colliding partners matches the energy of
the quasibound states. Whereas resonances of this type
have been identified in several elastic collision experiments
performed in the 1970s [2– 6], they have so far eluded
experimental observation for inelastic collision events [1].
Quantum-mechanical (QM) calculations performed on po-
tential energy surfaces (PESs) generated by ab initio meth-
ods predict rich resonance structures in the threshold regions
of rotational transitions for many inelastic collision pro-
cesses between stable molecules or radicals and molecular
hydrogen or helium [7– 13]. Their observation relies on
high-resolution crossed-beam scattering experiments oper-
ating in the vicinity of the cold energy regime where most
of these features appear. Arguably, the most promising
crossed-beam methods for observing such phenomena
would employ slow beams of state-selected molecules pre-
pared by Stark or Zeeman deceleration [13– 18]. However,
state-selected and decelerated beams need to be coupled
with cryogenic cooling for H2 or He supersonic beams and
low beam-intersection angles to obtain the prerequisite low
energies [13,16]. Indeed, in a collision experiment between
two beams of colliding species sharing a reduced mass !,
with laboratory frame velocities "1 and "2 and beam-
intersection angle #, the collision energy in the center-of-
mass frame or more precisely the relative translational
energy is given by

ET ¼ 1
2!ð"1

2 þ "2
2 % 2"1"2 cos#Þ: (1)

The lowest relative translational energies are attained only
when both laboratory frame velocities are approximately
equal. In this respect, deceleration of a single beam does
not suffice.
The COðj¼ 0Þþ H2ðj¼ 0Þ!COðj¼ 1Þþ H2ðj¼ 0Þ sys-

tem is suitable for study by both theoretical and experi-
mental means and is also of paramount importance in the
interstellar medium. Molecular hydrogen is by far the most
abundant molecule in space, followed by carbon monox-
ide. The ubiquity of CO in galactic and extragalactic
sources makes it an excellent tracer of physical conditions,
provided its rates of excitation and relaxation by inelastic
collisions with H2 are precisely known. Previous QM
calculations describing CO rotational cooling in the low
temperature conditions of the interstellar medium have
demonstrated the importance of resonances and their sen-
sitivity to the underlying PES that is utilized [7,8]. Here,
we report on the first high-resolution crossed-beam experi-
ments to provide the collision energy dependence of state-
to-state integral cross sections (otherwise known as the
excitation function) in the vicinity of the cold regime,
and the experimental results are compared with those of
new QM calculations.
We performed experiments with Eq. (1) in mind: both

beam velocities were decreased to the lowest possible
matched values while reducing the beam-intersection angle
as much as physically possible. We obtained low velocity
CO and para-H2 beams from cryogenically cooled Even-
Lavie fast-pulsed valves [19] (see Table I). The cooling not
only slowed down the beams while enhancing their velocity
resolution but also quenched most of the internal-state
population to the ground rotational state. A minimal energy
ET ¼ 5:5 cm% 1 was obtained in a recent study of the
Sð1D 2Þ þ H2ðj ¼ 0; 1Þ! SH þ H reaction [20] and ET ¼
9:8 cm% 1 when utilizing a neat para-H2ðj ¼ 0Þ beam [21]
in an apparatus designed with a minimum intersection angle
# ¼ 22:5

&
. For the present study, the apparatus was up-

graded to attain # ¼ 12:5&, allowing energies below the
threshold of the COðj ¼ 0! j ¼ 1Þ rotational transition at

PRL 109, 023201 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
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Experimental breakthrough



‘The PES […] should be reinvestigated
for good quantitative agreement’

Chefdeville et al. PRL (2012)

direct comparison with the experiment. The very sharp
features of Fig. 2(b) are smeared out by the energy spread.
Nonetheless, three waves persist but with a doubled peak
structure for waves ! and " and all shifted towards higher
energies.

It is well known that resonance features are strikingly
dependent on the PES used to perform the QM calcula-
tions. A main source of the discrepancy highlighted in
Fig. 2(a) could arise from the dissociation energy, D0, of
the CO-H2 complex respective to the ground-state (000)
level. Although the PES is recognized to reach spectro-
scopic accuracy for the infrared spectrum and the energy
levels of the complex, within 0:1 cm!1 on average, it
yields D0 ¼ 19:5 cm!1, whereas infrared spectroscopic
results converge towards D0 ¼ 22 cm!1 [28]. The mani-
fold of quasibound states trapped behind the centrifugal
barrier and screened by the variation of the relative trans-
lational energy near the COðj ¼ 0! j ¼ 1Þ threshold
could be shifted substantially by this 2:5 cm!1 difference.
In an effort to find an agreement with experiment, we
applied various scaling factors f > 1 to the PES, resulting
in a lowering of the global minimum and a concomitant
increase of the dissociation energy. The closest match is
found for f ¼ 1:05, which yields D0 ¼ 21 cm!1. The
results of the QM calculations are presented in Fig. 3,
and it can be seen that the resonance pattern is indeed

strikingly different. Most of the intense peaks have shifted
by ca. !1 to !1:5 cm!1, which can be accounted for by
the difference in D0 values between the original and the
scaled PES, whereas their shapes and strengths are strongly
modified. As a result, the initial doubled peak structure of
wave ! has disappeared. The position of the three waves is
now in reasonable agreement with experiment. It becomes
clear that wave ! borrows its intensity mainly from partial
waves J ¼ 1, 2, and 3; wave " from J ¼ 4, 6, and 8; and
wave # from J ¼ 5, 7, and 9. Nonetheless, an agreement
on the respective magnitudes of the 3 waves has not been
achieved yet. Interestingly, Jankowski and Szalewicz
themselves noticed that their ab initio PES furnished better
results for comparison with the temperature dependence of
experimental second-order virial coefficients when re-
scaled with a factor f ¼ 1:042 [27].
In conclusion, our measurements provide the first sensi-

tive probe of a PES under collision conditions approaching
the cold energy regime and the first experimental observa-
tion of partial wave resonances appearing in the integral
cross sections for an inelastic collision process. It has been
necessary to rescale the original ab initio PES in order to
obtain QM results in agreement with the experiment, de-
spite this initial PES being capable of reproducing infrared
transitions and energy levels of the CO-H2 complex with
an overall accuracy of 0:1 cm!1. Clearly, the criteria
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FIG. 2 (color online). (a) Experimental integral cross sections in arbitrary units (open circles with vertical error bars at a
95% confidence interval) and theoretical integral cross sections (solid curve) convoluted over the energy spread. (b) Partial wave
cross sections and resulting theoretical integral cross sections from QM calculations performed with the PES of Jankowski and
Szalewicz [27].
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Revised results (2015)
The Astrophysical Journal Letters, 799:L9 (4pp), 2015 January 20 Chefdeville et al.

(a)

(b)

Figure 1. Collisional energy dependence of the integral cross sections for CO
excitation (jCO = 0, 1 → 2) by para-H2. (a) Theoretical ICSs calculated with
V12 PES (Jankowski et al. 2012) for both possible transitions 0 → 2 and 1 → 2,
(b) comparison of theoretical ICSs convoluted with the experimental collision
energy spread (solid blue line), with a 10% relative contribution of collisions
with CO(jCO = 1) with experimental data (open circles) in arbitrary units. The
measurements were performed when crossing a beam of neat para-H2 from a
pulsed nozzle at ca. 45 K propagating at velocity v1 = 943 ms−1 with a beam
of 1% CO in He from another pulsed nozzle at ca. 85 K propagating at v2 =
941 ms−1; crossing angle χ was varied from 17.5 to 37.◦5, resulting in a collision
energy ET = (1/2)µ(v2

1 + v2
2 −2v1v2 cosχ ) where µ stands for the reduced

mass of the collision partners.

4. RESULTS

The results obtained for CO (jCO = 0, 1 → 2) excitation by
collision with H2 are displayed in Figure 1: the theoretical ICSs,
calculated with the V12 PES of Jankowski et al. (2012) are given
in panel (a); experimental data are displayed in panel (b), along
with the theoretical ICSs convoluted with experimental energy
spread to allow for comparison. The theoretical data displayed
in Figure 1(b) are the sum of the contributions of excitation
from the jCO = 0 and 1 states. The populations of rotational
level with jCO ! 2 are below than our detection limit: therefore
the de-excitation contributions from these levels need not be
taken into account. The 1 → 2 ICS was included as a 10%
contribution to the total ICS based on average population of
the jCO = 1 state in the experiment. Note that this contribution
does not correspond to the jCO = 1 population determined when
probing the central part of the beam (ca. 1%, corresponding to a
rotational temperature close to 1 K); in this collision experiment,
half the CO beam (from its rising edge to the middle of the
pulse) contributes to the signal; since jCO = 1 populations
are higher on the edges (up to ∼ 15% at the maximum of the
signal for jCO = 1), the overall contribution due to collisions
of CO(jCO = 1) with H2 also is higher (10%, corresponding to
an average temperature within the whole beam of about 1.6 K).
Such a contribution describes well the behavior of the total ICS
below the 0 → 2 threshold.

The experimental data on the 0 → 1 transition, as published
by Chefdeville et al. (2012), were not corrected for the varia-
tion of the mean interaction time with the beam crossing an-
gle. Furthermore, the calculations presented in this Letter were

Figure 2. Integral cross-sections for the CO rotational transition 0 → 1 induced
by para-H2 as function of collision energy. The corrected experimental data
(Naulin & Costes 2014; same conditions as Figure 1) is compared to the
new theoretical ICS calculated with the V12 PES and convoluted with the
experimental energy spread.

(a)

(b)

Figure 3. Collisional energy dependence of the integral cross sections for CO
excitation (jCO = 0 → 1) by normal-H2. (a) Theoretical ICSs calculated with
V12 PES (Jankowski et al. 2012) for para- and ortho-H2; (b) theoretical ICSs
convoluted with the experimental collision energy spread (solid blue line), with a
25% relative population of para-H2 (jH2 = 0) and 75% of ortho-H2 (jH2 = 1);
experimental data (open circles) in arbitrary units (for more details, see the
caption of Figure 1).

performed using the former V04 PES (Jankowski & Szalewicz
2005), rescaled by a factor of 1.05 to obtain a fair agreement
(i.e., reproducing the position of the peaks). These former exper-
imental data were corrected, similarly as we did for the 0, 1 → 2
transitions. The comparison of uncorrected and corrected exper-
imental ICSs, with calculations using the scaled V04 PES can be
found in Figure 9 of Naulin & Costes (2014). These experimen-
tal results, along with new theoretical calculations performed
on the V12 PES, are displayed in Figure 2.

To allow comparison with ortho-H2, experimental measure-
ments on the 0 → 1 rotational excitation of CO by normal-H2
were performed (see Figure 3): the theoretical ICSs for para-
and ortho-H2, calculated with the V12 PES of Jankowski et al.
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resolved peaks (a, b, and c), with no observable
difference for the collision partners para-H2 or
normal-H2. The excitation function also appears
unusual for a molecular collision process. The O2

(N = 1, j = 0 → N = 1, j = 1) transition violates
the propensity rules in rotationally inelastic
collisions of diatomic molecules in 3S electronic
states (10). Thus, normal scattering cannot occur.
Scattering can only arise from resonances, and
the three observed peaks are proof of this reso-
nance behavior.

To gain insight into the resonance structure,
we performed full quantum close-coupling scat-
tering calculations by using a four-dimensional
ab initio PES treating O2 and H2 as rigid rotors,
which had been recently obtained by the coupled
cluster method while using single and double
excitation with perturbative contributions from
connected triple excitations and large sets of
atomic basis orbitals (16). Because the well depth
of the PES strongly affects the energy, width, and
intensity of the scattering resonances, we per-
formed additional electronic structure calcula-
tions at a higher level of theory to obtain a better

description of this critical parameter (fig. S1)
(13). We estimated that 5% of the interaction en-
ergy was missing in the potential well. Therefore,
we scaled the global PES by a factor of 1.05. A
previous theoretical study on O2–H2 inelastic scat-
tering neglecting the fine structure showed that
rotation of H2 has almost no influence on the
magnitude of the cross sections, including the
resonances (16). We thus restricted the calcu-
lations to the j = 0 level of H2 (i.e., the PES was
averaged over H2 rotations), considering that
our results should also be valid for H2 ( j = 1). For
the scattering calculations, we solved the quantal
coupled equations in the intermediate coupling
scheme by using the MOLSCATcode (17) mod-
ified to take into account the fine structure of the
O2 energy levels (18, 19). Cross sections were
obtained up to ET = 50 cm–1 on a 0.05-cm–1 grid.
The results are presented in Fig. 1B for partial
waves J = 1 to 7, which contribute at the colli-
sion energies sampled in the experiment. The
theoretical ICSs convoluted with the experi-
mental collision energy spread are also reported
in Fig. 1A.

The agreement between experiment and the-
ory in Fig. 1 is very good. The convoluted theoret-
ical curve reproduces well the position and width
of the three experimental peaks. The experimen-
tal excitation function falls almost to zero at ET =
20 cm–1, which indicates a negligible contribution
of collision energy transfer in the final observed
state N = 1, j = 1 from N = 1, j = 2 residual pop-
ulation in the O2 beam (see also fig. S2) (13).
Furthermore, Fig. 2 demonstrates that inelastic
scattering with H2 ( j = 1) behaves the same as
with H2 ( j = 0), which justifies the theoretical
assumption made (vide supra).

A comparison of experimental and theoretical
data shows that each peak in the experimental
excitation function corresponds to an almost pure
partial wave: peak a to J = 2, peak b to J = 3, and
peak c to J=4.The contributions frompartialwaves
J = 1 and J > 4 and the overlaps between J = 2, 3,
and 4 remain marginal. To gain insight into the
nature of the peaks, we calculated adiabatic-bender
potentials (20) and searched for all van derWaals
stretch levels supported by these curves (21). The
levels are labeled as N, j, and l, where l is the
orbital angular momentum. Figure 3 shows the
J = 2 potential curve, which correlates with O2

(N = 1, j = 1) + H2( j = 0). This curve supports one
quasi-bound state at E1,1,2 = 4.36 cm–1, slightly
above the asymptotic value atE1,1 = 3.96 cm

–1 but
trapped below the centrifugal barrier. Tunneling
through the barrier thus gives rise to a shape (or
orbiting) resonance (5, 22). Another J = 2 curve,
which correlates with the asymptotically closed
channel O2 (N = 3, j = 4) + H2( j = 0) at E3,4 =
16.39 cm–1, furnishes a different scenario. The
O2–H2 complexes are temporally trapped in the
bound state at E3,4,4 = 6.19 cm–1 before disso-
ciating to O2 (N = 1, j = 1) + H2 ( j = 0), yielding
a Feshbach resonance (23). Therefore peak a
can be regarded as the juxtaposition of a shape

Fig. 2. Collisional energy dependence of the
integral cross sections for O2 excitation (N = 1,
j = 0) → (N = 1, j = 1). Experimental data with
para-H2 (open circles, data of Fig. 1A) and normal-
H2 (open triangles). Error bars and scan parameters
for normal-H2 as defined in Fig. 1A but with 29
consecutive scans of the beam intersection angle.

Fig. 1. Collisional energy dependence of the integral cross sections for O2 excitation (N = 1,
j = 0)→ (N = 1, j = 1). (A) Experimental data with para-H2 (open circles, with error bars representing the
statistical uncertainties at 95% of the confidence interval). Each point corresponds to 40 consecutive
scans of the beam intersection angle acquired between 30° and 12.5° with –0.5° decrement and 100
laser shots per angle; theoretical ICSs were convoluted with the experimental collision energy spread
(solid line). (Inset) Energy-level diagram and excitation scheme of O2 in the N = 1 state. (B) Theoretical
results: partial waves J = 2, 3, and 4 (solid lines); partial waves J = 1 and J = 5 to 7(dashed lines); integral
cross section (dashed-dotted line). Positions of the bound and quasi-bound states (see Fig. 3) labeled with
their quantum numbers {N, j, l} (see text) are shown by vertical dashed lines. a.u., arbitrary units.
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Chefdeville et al., Science (2013)

resolved peaks (a, b, and c), with no observable
difference for the collision partners para-H2 or
normal-H2. The excitation function also appears
unusual for a molecular collision process. The O2

(N = 1, j = 0 → N = 1, j = 1) transition violates
the propensity rules in rotationally inelastic
collisions of diatomic molecules in 3S electronic
states (10). Thus, normal scattering cannot occur.
Scattering can only arise from resonances, and
the three observed peaks are proof of this reso-
nance behavior.

To gain insight into the resonance structure,
we performed full quantum close-coupling scat-
tering calculations by using a four-dimensional
ab initio PES treating O2 and H2 as rigid rotors,
which had been recently obtained by the coupled
cluster method while using single and double
excitation with perturbative contributions from
connected triple excitations and large sets of
atomic basis orbitals (16). Because the well depth
of the PES strongly affects the energy, width, and
intensity of the scattering resonances, we per-
formed additional electronic structure calcula-
tions at a higher level of theory to obtain a better

description of this critical parameter (fig. S1)
(13). We estimated that 5% of the interaction en-
ergy was missing in the potential well. Therefore,
we scaled the global PES by a factor of 1.05. A
previous theoretical study on O2–H2 inelastic scat-
tering neglecting the fine structure showed that
rotation of H2 has almost no influence on the
magnitude of the cross sections, including the
resonances (16). We thus restricted the calcu-
lations to the j = 0 level of H2 (i.e., the PES was
averaged over H2 rotations), considering that
our results should also be valid for H2 ( j = 1). For
the scattering calculations, we solved the quantal
coupled equations in the intermediate coupling
scheme by using the MOLSCATcode (17) mod-
ified to take into account the fine structure of the
O2 energy levels (18, 19). Cross sections were
obtained up to ET = 50 cm–1 on a 0.05-cm–1 grid.
The results are presented in Fig. 1B for partial
waves J = 1 to 7, which contribute at the colli-
sion energies sampled in the experiment. The
theoretical ICSs convoluted with the experi-
mental collision energy spread are also reported
in Fig. 1A.

The agreement between experiment and the-
ory in Fig. 1 is very good. The convoluted theoret-
ical curve reproduces well the position and width
of the three experimental peaks. The experimen-
tal excitation function falls almost to zero at ET =
20 cm–1, which indicates a negligible contribution
of collision energy transfer in the final observed
state N = 1, j = 1 from N = 1, j = 2 residual pop-
ulation in the O2 beam (see also fig. S2) (13).
Furthermore, Fig. 2 demonstrates that inelastic
scattering with H2 ( j = 1) behaves the same as
with H2 ( j = 0), which justifies the theoretical
assumption made (vide supra).

A comparison of experimental and theoretical
data shows that each peak in the experimental
excitation function corresponds to an almost pure
partial wave: peak a to J = 2, peak b to J = 3, and
peak c to J=4.The contributions frompartialwaves
J = 1 and J > 4 and the overlaps between J = 2, 3,
and 4 remain marginal. To gain insight into the
nature of the peaks, we calculated adiabatic-bender
potentials (20) and searched for all van derWaals
stretch levels supported by these curves (21). The
levels are labeled as N, j, and l, where l is the
orbital angular momentum. Figure 3 shows the
J = 2 potential curve, which correlates with O2

(N = 1, j = 1) + H2( j = 0). This curve supports one
quasi-bound state at E1,1,2 = 4.36 cm–1, slightly
above the asymptotic value atE1,1 = 3.96 cm

–1 but
trapped below the centrifugal barrier. Tunneling
through the barrier thus gives rise to a shape (or
orbiting) resonance (5, 22). Another J = 2 curve,
which correlates with the asymptotically closed
channel O2 (N = 3, j = 4) + H2( j = 0) at E3,4 =
16.39 cm–1, furnishes a different scenario. The
O2–H2 complexes are temporally trapped in the
bound state at E3,4,4 = 6.19 cm–1 before disso-
ciating to O2 (N = 1, j = 1) + H2 ( j = 0), yielding
a Feshbach resonance (23). Therefore peak a
can be regarded as the juxtaposition of a shape

Fig. 2. Collisional energy dependence of the
integral cross sections for O2 excitation (N = 1,
j = 0) → (N = 1, j = 1). Experimental data with
para-H2 (open circles, data of Fig. 1A) and normal-
H2 (open triangles). Error bars and scan parameters
for normal-H2 as defined in Fig. 1A but with 29
consecutive scans of the beam intersection angle.

Fig. 1. Collisional energy dependence of the integral cross sections for O2 excitation (N = 1,
j = 0)→ (N = 1, j = 1). (A) Experimental data with para-H2 (open circles, with error bars representing the
statistical uncertainties at 95% of the confidence interval). Each point corresponds to 40 consecutive
scans of the beam intersection angle acquired between 30° and 12.5° with –0.5° decrement and 100
laser shots per angle; theoretical ICSs were convoluted with the experimental collision energy spread
(solid line). (Inset) Energy-level diagram and excitation scheme of O2 in the N = 1 state. (B) Theoretical
results: partial waves J = 2, 3, and 4 (solid lines); partial waves J = 1 and J = 5 to 7(dashed lines); integral
cross section (dashed-dotted line). Positions of the bound and quasi-bound states (see Fig. 3) labeled with
their quantum numbers {N, j, l} (see text) are shown by vertical dashed lines. a.u., arbitrary units.
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II. MOLECULAR DIAGNOSTICS



molecular cloud (!"#, τ)

source continuum (!&)

cosmic microwave
background@2.7 K (!'()

radiotelescope !' = (!"# − !'( − !&)(1 − -./)

Molecules as probes



CN absorption in diffuse clouds

‘From the intensity of the lines [of CN] a rotational temperature
of 2.3K follows, which has of course only a restricted meaning.’

G. Herzberg (1950) 

The Astrophysical Journal, 728:36 (24pp), 2011 February 10 Ritchey, Federman, & Lambert

Figure 12. Profile synthesis fits to the B − X (0, 0) band of CN toward HD 73882. See Figure 3 for a description of the plotting symbols. The same range in velocity
is shown for each panel. The positions of the R(0) and R(1) lines of 13CN are indicated by tick marks. When both isotopologues are present, the two profiles are
synthesized simultaneously.

Figure 13. Same as Figure 12 except for the CN B − X (0, 0) band toward HD 152236. Two line-of-sight components are clearly identified in the R(0) and R(1) lines
of 12CN and are also detected in the P(1) line. The position of the 13CN R(0) line corresponding to the stronger of the two components is indicated by a tick mark.
Since the R(2) and P(2) lines are below the detection limit, no fits were attempted for these features.

Figure 14. Same as Figure 12 except for the CN B − X (0, 0) band toward HD 154368. The positions of the R(0) and R(1) lines of 13CN are indicated by tick marks.
The weak absorption feature blueward of the strong 12CN R(0) line is due to a second very weak component along the line of sight, which is positively identified in
the spectra of CH+ and CH.
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VLT, Ritchey et al. (2011)

MWO, McKellar (1940)
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).

2.7

2.8

2.9

3
N(CN)=3e12cm-2 N(CN)=3e13 cm-2

2.7

2.8

2.9

3
T 01

 (K
)

0.01 0.1 1
Electron density (cm-3)

2.7

2.8

2.9

3

0.01 0.1 1
Electron density (cm-3)

n=100 cm-3 n=100 cm-3

n=300 cm-3n=300 cm-3

n=1000 cm-3 n=1000 cm-3

Figure 7. Excitation temperature T01(CN) as a function of elec-
tron density for different densities (n = nH + nH2

) and CN col-
umn densities, at a single kinetic temperature of 20 K. Here the
dashed line represents the CMB at 2.725 K while the dotted blue
line gives the measured average excitation temperature at 2.754 K
(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).
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dashed line represents the CMB at 2.725 K while the dotted blue
line gives the measured average excitation temperature at 2.754 K
(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).
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umn densities, at a single kinetic temperature of 20 K. Here the
dashed line represents the CMB at 2.725 K while the dotted blue
line gives the measured average excitation temperature at 2.754 K
(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).
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which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).
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(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).
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) and CN col-
umn densities, at a single kinetic temperature of 20 K. Here the
dashed line represents the CMB at 2.725 K while the dotted blue
line gives the measured average excitation temperature at 2.754 K
(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which
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Figure 6. A comparison of the hyperfine structure rate from the
(N, J, F ) = (2, 2.5, 3.5) initial level between this work (solid line)
and the rate of Kalugina et al. (2012) (dashed line).

for hydrogen atoms1. This kind of analysis has been previ-
ously performed by Black & van Dishoeck (1991) with old
collision data.

Radiative transfer calculations were performed with the
RADEX code (van der Tak et al. 2007), using the Large Veloc-
ity Gradient (LVG) approximation for an expanding sphere.
The kinetic temperature was fixed at T=20 K, as in the cal-
culations of Ritchey et al. (2011). The line width (FWHM)
was taken to be 1.0 kms−1, corresponding to a Doppler line
broadening parameter b of 0.6 kms−1. The column density
was taken at two typical values N(CN) = 3 × 1012 and
3 × 1013 cm−2. The density of neutral collision partners
(n = n(H) + n(H2)) was fixed at three representative val-
ues: 100, 300 and 1000 cm−3. Finally the electron abun-
dance was varied from 2 × 10−3 to 1 cm−3, corresponding
to electron fractions n(e)/n in the range 2 × 10−6 to 10−2.
Results are presented in Fig. 7. In each panel, the excitation
temperature T01(CN) is plotted as a function of the elec-
tron abundance. It should be noted that our excitation cal-
culations provide the populations of hyperfine levels, from

1 We note that the rate coefficients for ortho-H2(j = 1) exceed
those for para-H2(j = 0) by up to a factor of 10 (Lique, private
communication). However ortho-H2(j = 1) can be neglected here
since its abundance in cold (T < 30 K) diffuse clouds is expected
to be at least 30 times lower than that of para-H2(j = 0).

2.7

2.8

2.9

3
N(CN)=3e12cm-2 N(CN)=3e13 cm-2

2.7

2.8

2.9

3
T 01

 (K
)

0.01 0.1 1
Electron density (cm-3)

2.7

2.8

2.9

3

0.01 0.1 1
Electron density (cm-3)

n=100 cm-3 n=100 cm-3

n=300 cm-3n=300 cm-3

n=1000 cm-3 n=1000 cm-3

Figure 7. Excitation temperature T01(CN) as a function of elec-
tron density for different densities (n = nH + nH2

) and CN col-
umn densities, at a single kinetic temperature of 20 K. Here the
dashed line represents the CMB at 2.725 K while the dotted blue
line gives the measured average excitation temperature at 2.754 K
(Ritchey et al. 2011).

which T01 was computed by summing over hyperfine sub-
levels. The dashed horizontal line gives the CMB at 2.725 K
while the horizontal dotted line gives the measured excita-
tion temperature T01 at 2.754 K. We first observe that the
excess temperature of 29 mK cannot be reproduced at very
low electron density, indicating that neutral collisions alone
cannot explain the local excitation of CN. This confirms
the conclusions of past investigators (Thaddeus 1972; Black
& van Dishoeck 1991). Second, it can be noticed that the
local excitation is reproduced for a rather restricted range
of electron densities: from 0.01 cm−3 at n=1000 cm−3 to
0.06 cm−3 at n=100 cm−3 with a weak dependence on the
CN column density. Assuming hydrogen is entirely molec-
ular, these electron density correspond to electron frac-
tions (xe = n(e)/n(H2)) in the range 10−5

− 6 × 10−4.
This is consistent with the abundance of interstellar C+

(n(C+)/n(H2) ∼ 3× 10−4) which is the main source of elec-
trons in the diffuse interstellar medium.

In fact, more accurate determination of the electron
density can be achieved for clouds where the physical con-
ditions are reasonably well known. For instance, the ki-
netic temperature and the collision density were determined
for the source HD 154368 from the analysis of C2 excita-
tion by Sonnentrucker et al. (2007). These authors found
T = 20 ± 5 K and n = 150+50

−25, with n(H)=60 cm−3

and n(H2)=90 cm−3. The CN column density towards
the star HD 154368 is 2.7×1013 cm−2 and the line width
is 1.2 kms−1 (Ritchey et al. 2011). Interestingly, this
source also shows the second highest excitation temperature
T01(CN)=2.911±0.004 K, which is significantly larger than
the weighted mean value of 2.754 K. Using the physical con-
ditions determined by Sonnentrucker et al. (2007), we have
found that an electron density of 0.3 cm−3 is necessary to
reproduce the measured T01 towards HD 154368. This corre-
sponds to an electron fraction n(e)/n(H2) ∼ 3×10−3, which

c⃝ 0000 RAS, MNRAS 000, 000–000



CH+ emission
in Photon Dominated Regions

• CH+ ubiquity is an enigma: 
– C+ + H2 endothermic (4620 K)

– CH+ is destroyed by H, H2, e-

• In PDR, the UV field can
provide a reservoir of 
rovibrationally excited H2

three lines we derive the following rotational constants for the
carrier: B 5 13.95 H 0.03 cm21 and D 5 0.0017 H 0.0005 cm21

(1 s errors). The observed frequencies and inferred rotational
constants indicate that the carrier must be diatomic and should
contain a hydrogen atom. The rotational constants are com-
parable to those of CH (B 5 14.19 cm21, D 5 0.0014 cm21)
and show an excellent agreement with those of the CH1 ion
(B 5 13.9302 cm21 and D 5 0.0014 cm21; Carrington &
Ramsay 1982).

Prompted by the observation of three lines in harmonic
relation that are consistent with CH1, we have processed all
the ISO LWS01 grating spectra of NGC 7027 so far obtained
up to ISO revolution 377, in an effort to detect the J 5 5–4 and
6–5 transitions of CH1, which are predicted at wavelengths of
72.15 and 60.26 mm and were not detected by L96. In total,
there are nine separate observations, each covering a wave-
length range from 43 to 195 mm, obtained during revolutions
27, 39, 342, 349, 356, 363, and 377. All the data were calibrated
using Version 6 of the Off-Line Processing package (OLP).
The observation from revolution 27 consists of three scans,
with two 0.5 s integration ramps at each grating position,
sampled at 1y4.5 of a spectral resolution element, the latter
being 0.3 mm for the SW1–SW5 detectors (l , 93 mm) and
0.6 mm for the LW1–LW5 detectors (l . 84 mm). Each of the
five observations obtained between revolutions 342 and 377
consists of six scans with one 0.5 s ramp at each grating
position, sampled at 1y9 of a resolution element. Three
observations were obtained in revolution 39. Each consists of

five scans with two 0.5 s ramps at each grating position,
sampled at 1y15 of a resolution element. The total on-target
integration time was 23,930 s. The LWS has a circular aperture
of diameter 850, significantly larger than the ionized or neutral
regions of NGC 7027. The analysis presented in L96 was based
on the three observations carried out in revolution 39, pro-
cessed with Version 5 of the OLP. Although the current data
have a total on-target time that is only 65% larger than that
analyzed by L96, the final co-added spectrum has a much
better SyN, by more than a factor of 2 in some wavelength
regions, thanks to the much-improved instrumental filter
profiles derived from additional observations of Uranus and
the implementation of an algorithm that corrects for detector
sensitivity drifts. The fluxes derived from the individual inde-
pendent observations are in good agreement, and we estimate
an accuracy of better than 20% for the absolute flux calibra-
tion.

Figure 1 shows the five CH1 lines detected in our new
spectra, including the two lines at 72.15 and 60.26 mm, which
are clearly detected in the present data. These five lines
definitely establish the presence of CH1 in NGC 7027. This is
the first time that CH1 is seen through its pure rotational
spectrum. CH1, a common molecule in the diffuse interstellar
medium, has been detected in the optical spectrum of only two
evolved carbon-rich stars: in emission in the Red Rectangle,
and in absorption in HD 213985 (Balm & Jura 1992; Hall et al.
1992; Waelkens et al. 1992; Bakker et al. 1997). Given the
carbon-rich nature of NGC 7027 and the strong radiation field

FIG. 1.—CH1 lines observed in NGC 7027 (the continuum has been subtracted from the data). The solid lines are Gaussian line profile fits to the observed features
(for blends, contributions from individual components are shown as dashed lines). The J 5 2–1 line at 179.62 mm was previously assigned to H2O. For the J 5 4–3
line, spectra from two different detectors—LW1 (bottom panel; the sharp rise at short wavelengths is due to the strong [O III] 88.36 mm line) and SW5 (upper
panel)—are shown. The J 5 4–3 line is blended with the J 5 29–28 line of CO at 90.16 mm, which could contribute with an intensity less than 10219 W cm22—the
J 5 27–26 and J 5 26–25 lines of CO can be seen in the bottom left-hand panel of Fig. 2 with intensities of 110219 W cm22. The lines at 59.5 and 60.7 mm in the
top left-hand panel are unknown.

L66 CERNICHARO ET AL. Vol. 483

Cernicharo et al. ApJ (1997)
[here toward NGC 7027]



Need for state-to-state chemistry

• « Chemical » pumping is
crucial for short-lived i.e. 
reactive species

• State-resolved data from
quantum and quasi-classical
calculations

Faure et al. MNRAS (2017)
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CH+ as a tracer of H2(v>0)

Faure et al. MNRAS (2017)

State-to-state chemistry and excitation of CH+ 619

Figure 8. Same as in Fig. 6 except that the electron fraction is xe = 10−3

and the CH+ column density is adjusted to best reproduce the observations
of Cernicharo et al. (1997) and Wesson al. (2010) towards NGC 7027.

Godard & Cernicharo (2013). Fig. 8 also reports our results when
the formation rates are those for H2(νH2 = 2, jH2 = 0). The agree-
ment with ISO observations is now within error bars. This suggests
that the relative population of the state νH2 = 2 could be large in
the PDR of NGC 7027. The observations of higher frequency tran-
sitions of CH+ (j = 7 → 6, etc.) might help to confirm this result.
Finally, we note that the contribution of electron collisions is sub-
stantial here at an electron fraction xe = 10−3 cm−3: A 75 per cent
increase in the intensity of the ground-state j = 1 → 0 transition was
observed. This effect decreases for higher transitions but electrons
still contribute above 10 per cent for the j = 4 → 3 transition. As
a result, electrons compete with hydrogen atoms for the excitation
and destruction of CH+ in this carbon-rich circumstellar envelope.

4 C O N C L U S I O N

We have presented a detailed theoretical study of the rotational
excitation of CH+ due to chemical pumping, excitation and destruc-
tion. The investigated colliders were hydrogen atoms and free elec-
trons. State-to-state and initial-state-specific rate coefficients were
computed for the inelastic, exchange, abstraction and dissociative
recombination processes using the best available PESs and scatter-
ing methods. State-to-state rate coefficients were also computed for
the formation reaction, C+(2P)+H2(νH2 , jH2 ) → CH++H, by ex-
tending the calculations of Zanchet et al. (2013) to the vibrationally
excited state (νH2 = 2, jH2 = 0). Good agreement with available
experimental thermal rate coefficients was observed, except for the
abstraction reaction CH++H at low temperature (<50 K). The full
set of collisional and chemical data were then implemented in a
radiative transfer model based on the escape probability formal-
ism. These non-LTE calculations have confirmed previous studies
that suggested that chemical pumping has a substantial effect on
the excitation of CH+ in PDRs (Godard & Cernicharo 2013; Nagy
et al. 2013; Zanchet et al. 2013). However, in contrast to these pre-
vious works, we have employed for the first time a comprehensive
theoretical set of fully state-to-state data. Our non-LTE model was
applied to typical PDR conditions and, in particular, to two proto-

typical sources: the Orion Bar and the planetary nebula NGC 7027.
We were able to reproduce, within error bars, the ISO and Herschel
measurements by adjusting the CH+ column density as a single free
parameter.

Obviously, there is no unique solution and this work can be further
improved e.g. by computing self-consistently the CH+ abundance,
instead of fixing its column density. The impact of the H2 rota-
tional distribution within the different vibrational manifolds should
be also investigated. This will require to extend the calculations on
C+(2P)+H2(νH2 , jH2 ) to higher rotational levels jH2 > 1, of partic-
ular importance in the ground vibrational state νH2 = 0. Collisions
between CH+ and H2 should be also considered. We have assumed
in this work that hydrogen is in atomic form in the region of maxi-
mum CH+ abundance. However, a non-negligible molecular hydro-
gen fraction is necessary to form CH+ from C++H2. The knowledge
of state-to-state rate coefficients for the CH++H2 collisions might
even provide constraints to the H2 fraction. Calculations of the PES
for the electronic ground state of CH+

3 are in progress in Bordeaux
(Halvick and co-workers). Finally, the generalization of this work
to the excitation of other reactive species such as OH+ and SH+,
for which state-resolved formation rates are becoming available
(Gómez-Carrasco et al. 2014; Zanchet, Roncero & Bulut 2016),
will be presented in future works.
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Methanimine (CH2NH) 
in the galactic center
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CH2NH selection / propensity rules
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Figure 2: Lowest 8 levels of CH2NH, with energies taken from the CDMS catalog.22 For each
level, the strongest radiative transitions are indicated by arrows and the numbers give the
corresponding Einstein coefficient (in units of 10�6 s�1) taken from Ref. 22. The spectrum
consists of a-type (�ka = 0) and b-type (�ka = ±1) transitions with corresponding dipole
moments µa = 1.340 D and µb = 1.446 D.

the level 220 at 28.3 cm�1. Rate coefficients were obtained in the temperature range 5–30 K

by integrating the cross sections over Maxwell-Boltzmann distributions of relative velocities.

Cross sections and rate coefficients for the lowest 4 transitions out of the ground state 000

are presented in Fig. 3 as function of collisional energy and temperature, respectively. Many

resonances are observed in the cross sections, as expected from the deep potential well. We

can also notice that the favored transitions are 000 ! 101 and 000 ! 202, corresponding to

the usual propensity rule �j1 = 1, 2 and �ka = 0. In addition, for the ka = 1 doublet,

the lower level is found to be favored. This propensity was also observed for higher ka = 1

doublets and this corresponds to j1 being preferentially oriented along the direction of the

greatest moment of inertia (the c�axis). This result is observed in other molecules and is

responsible, in particular, of the anti-inversion of the doublet 110�111 in interstellar H2CO.23

Here, however, because both collisional and radiative transitions between the ka = 1 and

ka = 0 ladders are allowed (in contrast to H2CO), the above propensity is in competition

with inter-ladder transitions. In particular the spontaneous decay rate from the 111 to 000

level is about 1.6 times that from the 110 to the 101 level (see Fig. 2), which favors inversion

7

of the doublet, as in the case of methyl formate (HCOOCH3).25 The strong emission of the

intrinsically weak 110 ! 111 line, as first detected by Godfrey et al.,4 was thus attributed to

a population inversion rather than an anomalously high abundance.26 The lack of collisional

data, however, has precluded so far any definite conclusion. Using our rate coefficients, the

critical density3 of the upper level 110 can be estimated as ⇠ 1.5⇥10
5 cm�3 which means that

non-LTE effects are expected at densities in the range 10
3 � 10

7 cm�3. However, only non-

LTE radiative transfer calculations can predict the actual rotational populations of CH2NH

for a given set of physical conditions, as illustrated below.
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Figure 3: Cross sections (left panel) and rate coefficients (right panel) for excitation out of
the 000 level to levels 101, 202, 111 and 110 due to para-H2(j2 = 0) collisions.

The star forming region Sgr B2 is an exceptionally massive cloud complex in the Galactic

Center, where shocks and supersonic turbulence are ubiquitous. Towards the north core of

Sgr B2 (Sgr B2(N)), the continuum emission is produced by a complex region of ionized

gas (so-called HII region). A detailed description of this source can be found in Ref. 27.

We focus below on the 110 ! 111 transition of CH2NH at 5.29 GHz. This line was first

observed in 1973 by Godfrey et al.4 towards Sgr B2 with the 3.80 beam (at 5.29 GHz) of

the Parkes 64-meter telescope. New observations towards Sgr B2(N) were performed with
3The critical density defines the density at which the collisional rate out of the upper state of a transition

equals the spontaneous radiative rate.
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New GBT observations

Faure et al. J. Phys. Chem. Lett. (2018)
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CH2NH probes a cold dilute gas
(T ~ 30K, n ~ 104 cm-3)
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Figure 4: Observational and model spectra of methanimine 110 ! 111 transition at 5.29 GHz
towards Sgr B2(N). Relative intensities of the (partially resolved) hyperfine structure in the
optically thin limit are shown at the bottom. The nominal source velocity is +64 km.s�1.
A second velocity component is resolved at +82 km.s�1. The non-LTE model predicts a
population inversion with a negative excitation temperature Tex = �0.48 K. The LTE
model spectrum has been multiplied by a factor of 10 to show it more clearly.

Computational details

The analytical expansion for an asymmetric-top-linear molecular system can be written as:12

V (R, ✓1,�1, ✓2,�2) =

X
vl1m1l2l(R)tl1m1l2l(✓1,�1, ✓2,�2), (2)

where the functions tl1m1l2l(✓1,�1, ✓2,�) are products of spherical harmonics, as given ex-

plicitly in Eqs. (5-6) of Ref. 33. The indices l1, m1 and l2 refer to the (✓1,�1) and (✓2,�2)

dependence of the PES, whereas l runs from 0 to the sum of l1 and l2. The expansion

coefficients vl1m1l2l(R) were obtained through a least-squares fit on the random grid of 3000

angular geometries at each intermolecular separation (22 radial grid points in the range

R = 4 � 15 a0). All anisotropies up to l1 = 14, l2 = 6 and l = 20 were included, resulting

in 3054 expansion functions. We then selected only significant terms using a Monte Carlo

error estimator (defined in Ref. 34), resulting in a final set of 251 expansion functions with

anisotropies up to l1 = 13, l2 = 6 and l = 16. The root mean square was found to be lower

11
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Conclusions

• Interaction potentials have now reached
a high level of refinement

• Collision data are no longer a limiting factor 
in the modelling of non-LTE spectra

• Strongly non-LTE situations offer new 
diagnostics, e.g. masers à SKA
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ABSTRACT: The first chiral interstellar organic molecule, propylene oxide
(CH3CHCH2O), was detected recently toward the galactic center. Accurate
determination of its abundance relies on the knowledge of collisional cross
sections. We investigate here the rotational excitation of propylene oxide induced
by collisions with helium. The calculations are based on a three-dimensional
CH3CHCH2O−He potential energy surface computed using the explicitly
correlated coupled-cluster theory extended to the complete basis set limit
[CCSD(T)-F12b/CBS]. The interaction energies are fitted using an
interpolating moving least squares method, and this potential is refitted using
a partial wave expansion based on spherical harmonics. Rotational cross sections
are obtained at the quantum close-coupling level for a collision energy of 10
cm− 1. Convergence issues and collisional propensity rules are discussed.

KEYWORDS: astrochemistry, organic molecules, chirality, energy transfer, quantum scattering

1. INTRODUCTION

A chiral molecule is one that cannot be superimposed onto its
mirror image. The two distinct forms of such molecules are
called enantiomers, and they have opposite optical activity: one
is dextrorotatory (D), and the other is levorotatory (L). Many
chemical reactions produce L and D molecules in equal
amounts (racemic mixture). In all forms of life we know on
Earth, however, only one of the two enantiomers of chiral
amino acids (L-amino acids) and chiral sugars (D-sugars) is
involved in the assembly of proteins and nucleic acids, which
are also chiral. This property, called homochirality, is a
fundamental characteristic of the chemistry of life.
The origin of biomolecular homochirality is unknown, and it

is often considered as closely related to the origin of life itself.
Many theories exist, and they can be broadly classified as
terrestrial or extraterrestrial. The common assumption of
abiotic theories is that a primordial small enantiomeric excess
was amplified (and preserved) by autocatalytic processes on
Earth. The evidence of small enantiomeric excesses of L-amino
acids in the Murchison meteorite1 has provided support for the
extraterrestrial origin.

The first chiral interstellar organic molecule, propylene oxide
(CH3CHCH2O), was detected recently in the cold gas toward
the galactic center molecular cloud Sgr B2(N).2 Current
observations cannot determine if an enantiomeric enrichment
of propylene oxide is present in Sgr B2(N), but, in principle,
high-precision polarization measurements of the absorption
signal could provide the answer. Bergantini et al.3 have shown
that propylene oxide can form within interstellar ice via a
cosmic-ray-driven non-equilibrium chemistry involving reac-
tions of suprathermal atomic oxygen with propylene
(CH3CHCH2). These authors also suggested that this process
should produce racemic mixtures of propylene oxide, of which
one enantiomer could be preferentially photolyzed4 or
radiolized.5 Once produced on the grains, propylene oxide
can desorb into the gas phase via thermal and non-thermal
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Current / future works

• Organics
–Nitriles, HC2NC, HC5N, C6H5CN
– Ro-vibration (HCN, HC3N) à JWST

• Reactive ions 
–OH+, SH+, H2O+ (ERC COLLEXISM PI Lique)

• H2O-molecule
– H2O-CO, see Loreau et al. J Chem Phys (2018)
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